Introduction to Artificial Intelligence

CS 121 – Winter 2004
Midterm Examination

Wednesday, February 18, 2004
7:00 – 9:00 pm

This midterm examination is closed book and closed notes, but you are allowed one two-sided 8.5" x 11" page of notes.  It consists of 8 pages (including this one), and 5 problems.  Write your answers on the exam paper, in the spaces provided.  If there isn’t sufficient room, write on the back of a page, but please put an arrow on the front to tell us to look there. However, excessive verbosity will be penalized. You have 2 hours to complete the exam.  Examinations turned in after the end of the examination period will not be graded.
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	Problem#
	Your grade
	Max. grade

	I
	
	3

	II
	
	5

	III
	
	5

	IV
	
	5

	V
	
	3

	Total
	
	21


The standard of academic conduct for Stanford students is as follows:

A. The Honor Code is an undertaking of the students, individually and collectively:

1.that they will not give or receive aid in examinations; that they will not give or receive unpermitted aid in class work, in the preparation of reports, or in any other work that is to be used by the instructor as the basis of grading;

2.that they will do their share and take an active part in seeing to it that they as well as others uphold the spirit and letter of the Honor Code. 

B. The faculty on its part manifests its confidence in the honor of its students by refraining from proctoring examinations and from taking unusual and unreasonable precautions to prevent the forms of dishonesty mentioned above. The faculty will also avoid, as far as practicable, academic procedures that create temptations to violate the Honor Code.

C. While the faculty alone has the right and obligation to set academic requirements, the students and faculty will work together to establish optimal conditions for honorable academic work.
I. (3 pts) Search
Let us search a search tree T in which all arcs have the same cost 1. We use a best-first search algorithm A. Let h1, h2, and h3 be three heuristic functions such that for every node N of T, we have 0 ( h1(N) ( h2(N) ( h3(N). We also know that h2 is admissible.

We consider the following six evaluation functions: fi = g + hi and fi’ = hi, where i = 1, 2, 3. For every node N of T, g(N) is the depth of N. (The root of T is at depth 0.)
For each of the following, out of the three proposed statements (a), (b), and (c), which one is correct? In each case (1, 2, 3), just answer (a), (b), or (c).

1. Algorithm A using f2

(a) never expands more nodes than A using f2’; 

(b) never expands fewer nodes than A using f2’;


(c) may sometimes expand more nodes than A using f2’ and sometimes fewer.
Your answer: (c)
2. Algorithm A using f2

(a) never expands more nodes than A using f1; 

(b) never expands fewer nodes than A using f1; 

(c) may sometimes expand more nodes than A using f1 and sometimes fewer.
Your answer: (a)
[We are guaranteed that h1 is also admissible, but h2 is at least as accurate (or as informed) as h1.]
3. Algorithm A using f2

(a) never expands more nodes than A using f3; 

(b) never expands fewer nodes than A using f3; 

(c) may sometimes expand more nodes than A using f3 and sometimes fewer.

Your answer: (c)
[We are not guaranteed that h3 is admissible. If h3 is not admissible, A* with f3 may expand nodes that A* with f2 would not expand.]

II. (5 pts) Search
We are given an initial state s and a successor function that define a search space S. The cost of the transition from any state to each of its successors is 1. We search S using an A* algorithm with admissible heuristics h. During the search, A* may encounter the same state several times, but an efficient algorithm is available to detect that the state of a newly generated search node is identical to the state of a previously generated node. 
1. If h is consistent, how A* should handle repeated states?
Your answer:

If h is consistent, then we know that when A* expands a node N, it has already found a lowest-cost path to N. So, repeated states can be handled has follows:
- If the state of a newly generated node N is the same as the state of an already expanded node, then do not insert N in the search tree (discard it!).
- If the state of a newly node N is the same as the state of a node N’ still in the fringe, then only retain the node, N or N’, that have the lowest-cost path to it. Retain this node in the fringe.
2. If h is not consistent, how can A* modify h into another heuristics h’ that is both admissible and consistent?

Your answer:
Consider a node N in the search tree built by A* and a successor N’ of N. If h was consistent, it would always be the case that h(N) ( 1 + h(N’). Since h is not consistent, it is possible that h(N) > 1 + h(N’). Then, h(N)-1 is a more accurate (and still optimistic) estimate of the cost of a path from N’ to a goal. (Note that if h(N)-1 was not optimistic, then h would not be admissible.)

So, the function h’(N’) = max{h(N’), h(N)-1} is admissible. It is also consistent.

III. (5 points) Constraint Satisfaction
Consider the problem of constructing a 6(6 crossword puzzle. The goal is to place a valid 6-letter word in each of the six rows and each of the six columns. We are given a large dictionary that contains all the valid 6-letter words (there are 26 letters in total, A through Z). There are N words in the dictionary. 

1. Formulate this problem as a constraint satisfaction problem with 12 variables. What are these variables and their domains? How many constraints are there? What are they?
Your answer:
Each variable is the word contained in a row or a column of the puzzle. Let us call Xi the variable representing the word contained in row i and Yj the variable representing the word contained in column j.
The domain of each variable consists of the N words in the dictionary.

There are 36 constraints. Each constraint requires that the jth letter of the value (a word) of a variable Xi be the same as the ith letter of the value (another word) of a variable Yj.
2. Let us assume that the dictionary only allows the following type of query: Given any partial word in which 0 ( k ( 6 letters and their locations are known, the dictionary returns the number (possibly 0) of valid words that contain these letters at these locations. If this number is not 0, then the dictionary also gives one such valid word picked at random. For instance, a partial word can be A-O--T (here, k = 3) and a valid word containing these letters is AMOUNT. 
Let the crossword be constructed using a backtracking algorithm. After this algorithm has inserted the nth word in the crossword, what should it do? To which variable should it assign a value next?

Your answer:
Some of the n selected words are values of variables Xi, others are values of variables Yj. For every variable Xi or Yj without a word assigned to it, the backtracking algorithm should ask the dictionary how many words remain possible. If for one variable, the number is 0, then the algorithm is in a dead-end and it must backtrack. Otherwise, it should assign a value (given by the dictionary) to the variable that has the smallest number of remaining values (most-constrained variable heuristics).
3. Assume now that the dictionary returns all the valid words that contain the k letters at their given positions. How can this additional information be used by the backtracking algorithm? (Be concise.)
Your answer:
This additional information can be used to detect some dead-ends earlier.

Knowing the set of valid words for every unassigned variable makes it possible to compute the domain of possible letters for each square of the puzzle that is not contained in the row or column corresponding to an assigned variable. If the reduced set of letters for a square is empty, then the backtracking algorithm is in a dead-end. 
IV. (5 points) Constraint Satisfaction
Consider the following constraint satisfaction problem:

· Variables: A, B, C, and D

· Domain set of each variable: {1, 2, 3} 

· Constraints: For all pairs of distinct variables, x and y, it is the case that x ( y (in other words, any two variables have different values).

1. Does this problem have a solution? Why?

Your answer:
All four variables must have distinct values. The initial domain of the variables is the same and contains only 3 values. So, the problem has no solution.

2. Can AC3 alone find a solution or detect that no solution exists? Why?

Your answer:
No. AC3 alone cannot eliminate any variable value. This is because it only considers two variables at a time, and each value of a variable is consistent with two values of the other variable
3. Assume that we now remove the constraint C(D. 

i. How does that change your answers to questions 1 and 2?

Your answer:
Now the problem has a solution. Any combination of distinct values assigned to A, B, and C will work. D is given the same value as C.
ii. Let us solve this problem using the backtracking algorithm augmented by forward checking. How many values of variables will the backtracking algorithm choose before finding a solution? At each stage, show the variable instantiated, and the state of the domain of each variable.

Your answer:
The backtracking algorithm may first pick A = 1. Forward checking then removes 1 from the domains of B, C, and D. This is all it can do. 

The backtracking algorithm may then pick B = 2. FC then removes 2 from the domains of C and D, which are now both {3}. Since C=3 and D=3 (along with A=1 and B=2) satisfy the constraints, we have a solution.

Note that the backtracking algorithm could not have made a mistake. 
V. Planning (3 points)
Consider the following action schema:

GRASP(x):

P: MOVABLE(x), LIGHT(x), CLEAR(x), HANDEMPTY

E: (HANDEMPTY, (CLEAR(x), HOLDING(x)

It describes a robot’s grasping action, where P is the precondition list and E is the effect list. The parameter x must be a light movable object that must be “clear” (e.g., no other object must cover it or prevent accessibility). The robot’s hand must be empty. Once x has been grasped, the hand is no longer empty, x is no longer clear, and the robot’s hand is holding x. The object properties of being movable and light still hold.

In each of the following questions, we consider a goal G to be achieved in a world containing objects A, B and C and a robot’s position L. The details are not important for this problem. We also consider instances of the above action schema in which x has been replaced by object names. We want to compute the regression of G through the instantiated action descriptions, that is, the least constraining condition that must be true for both the action to be applicable and goal G to be achieved after this action has been applied.

1. What is the regression of HOLDING(A), AT(ROBOT,L) through GRASP(A)?

Your answer:

AT(ROBOT,L), MOVABLE(A), LIGHT(A), CLEAR(A), HANDEMPTY

2. What is the regression of HOLDING(A) through GRASP(C)?

Your answer:

HOLDING(A), MOVABLE(C), LIGHT(C), CLEAR(C), HANDEMPTY

3. What is the regression of HOLDING(A), AT(ROBOT,L), HANDEMPTY through GRASP(A)?

Your answer:

False (i.e., the impossible goal), because HANDEMPTY will be removed from the state of the world by applying GRASP(A).
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