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Comprehensive Exam: Algorithms and Concrete Mathematics
Autumn 2003

1. [10 pta] Prove a tight asymptotic bound on the behavier of T(n) = T /3) + T(n/9) +
n?, where T(n) < b for n < ng, where ng and b are some given constants, For simplicity,
asolve for e being & power of 9,

Simplest approach is to guess Tin) = B(n?) and prove by induction. First notice that
Ti{n) = f}n?) just by examining the recurrence. Now assume Tin) < en® for some
constant e, This constant should be large epough to satisfy initial conditions, Mow the
inductive step is:

Tin) = Tin/3) + T(n/9) +n° < cln/3)® + c(n/9? + 07 = (178 + /9% + 1/¢)

The claim follows since the expression in the parenthesis is smaller than 1 for large enough
[ =8

2. 10 pta] Given integers ay,as,...,04, give o randomized algorithm that outputs all
pairs (7, 7] such that a; = a;. Your algorithm shonld have expected running time Ofn+ K)
where K is the pumber of pairs output. Prove the upper bound on the running time.
Use hashing with chaining with size of the hash table constant factor larger than w.
Moreover, construct each chain as a chain of linked lists, each list holding equal elements.
In other words, if o; hashes into position g, look through the linked list and find the
list that corresponds to the value of aj. Then, for each element o of this list, output
(o5, ag). The claim follows since the expected number of lists attached to a single hash
cell i eonstant.

3. [10 pts] Assume that you are given a "black box™ implementation of a comparizsons-
based data structure that supports “extract minimom" and “insert element”. You are
also told that such data structure can be constructed on n elements in time 8(n log log ).
Let g{n) be the amortized time it takes to execute “extract min", e extract the smallest
element from the above date structure and delete i€ from the date strecture. Is it possible
that g(n) = loglogn 7 What s the (asymptotically) fastest possible g(n) 7

By using this black-box, one can sort by building the structure, and using extract-min n
times. Since total time for sorting in comparisong-only model is 0i(n log n), the extraction
should take at least §{log n) amortized per extracted element.

4. [15 pts] You are given a graph G = (V, E) with non-negative weights on edges, i.e
w: FE =+ K. You are alap told that all weights are distinct, ie. Yej, ez & E,e) 3 8y ¢
wie) # wle).

(a) [10 pts] Prove that the Minimum Spanning Tree in 7 is unique.
{b) [5 pts] Bay you succeeded in proving (a). Mow assume that you were given tree
T that is the minimum spanning free for  with weight w. Explain how to wse

T in order to compute T°, which i & minimum spanning tree for ¢ with weights
w' (&) = [w(e)]*, Ve € E.



a Let T be some MST. Congider Kruskal's MST algorithm executing on the given data

to construct T, We will show that T and T are identical. Assome not. Now let e be
the “Arst difference™. More precisely, the first edge where Kruskal's decision was different
from T'. Observe that it is not possible that the frst difference is of the form “Krouskal’s
algorithm rejected e, but e is in T, This is due to the fact that up until e, all edges taken
by Kruskal's algorithm are ales in T, Thus, the only reason Kruskal's algorithm rejected

e was because it closes a cycle, which means that e can not belong to T either,

So the only conclusion is that e i not in T but it iz in 7. Add ¢ to T and consider the
created cycle. Mote that at least one of the edges on this cycle (call it ") was considered
affer &, since when ¢ was considered, Kruskal's algorithm acceped it, which means it did
not close & cycle at that moment. Thus, by adding e and delsting ', we improved the

weight of T' (recall that all weights are different), keading to a contradiction.

b. Since M5T is unique, we can assune that the given tree T was constricted by Krskal’s
algorithm running on the original weights, Observe that squaring of the weights does not
change the anrtad order of the edg-u ainee all welghl,e. arg pna.itwe Henoe, Kruskal's

a],gurl'l"hrn w1

[15 pts] You are given n villages situated along a highway, Let @y, 59, .., %, represent
the positions of these villages on the highway (the highway is & straight line], We need
o build hospitals in & of these villages. Let o) denote the distance from the i-th village
to the nearest hospital, and let D = d) 4+ ds + ... + dy. Our goal is to minimize L),

(a) [6 pts] Give an efficient algorithm to solve the problem for k = 1.

(k) [6 pts] Consider an optimum placement for some & Prove that this optimim
solulion can be viewed as congisting of two oplimum solutions for smaller problems,
whmun:pmbltmmuphmumplammentnf.k —lhuapﬂ:-a.htummmﬁ ﬂ]]ﬂ-ﬁ'&ﬁ-

Ema thl: "umalll:r prﬂhl&mu mmpll:t.al'_r
(¢} [6 pts] Give a polynomial time algorithm o find the smallest possible value of D
for a given k.

'l."lﬂ'l 0 vﬂ]a.gea tn- the left. nft.h.e Iwappt.nl .Em.d 2 wllagm L lh-P- rlghl; mth n=q + 14 aqa.
Mow move the hospital one village left, say = miles. All villages onm the left improve
distance by z, while all villages on the right (incloding the one where the hospital was up
until now) increase their distance by the same x. Total change in D 8 —gix + £ + @1,
which iz a gain as long as g; > ¢

b. First of all, assume that the villages are sorted with zy being the leftmost and 5, being
the rightmost. If they are not sorted, then sort and roenaome.

Since villages are assigned to closest hospital when computing I, the set of villages

mgnedmaapeclﬂchmplml “hias no holes" | Le. If::.a.nd.t_., mamtgnedma.apeﬂﬁc

In particular, consider optimum solution, and consider all the villages assigned to the
rightmost bospital, Per our discussion above, these are villages starting from some index




i 4 1 and up to n. The rest of hospitals (& — 1 of them) are covering villages x; through
xy. We claim that these k — 1 hospitals are the best solution to cover villages z; through
£y with k — 1 hespitals. If not, then take the better solution, add the k-th hospital with
its villages, and you will get a better solution than the original optinmm one, which i= a
contradiction.

¢. Let D{g,p) be the best way to cover villages =) through z, using p hospitals. Previous
discussion implies that in order to compute this value, we should compare all valoes
i, p— 1)+ QUi + 1,q), where ((s,1) is the best cost of using a single hospital (in the
best. possible way as per (a)) to cover villages o, through o

Obwerve that we are looking for Din, k), which is the anawer to the posed question. This
value can be computed using dynamic programming. First, one can compute D4, 1) for
all ¢ using median as in (a). Then one can compute D(i, 2) for all £, D¢, 3), ete. There
are nk elements in the dynamic programming table, with each taking @(n) to compute,
leading to ({n*k) algorithm.
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2003 Comprehensive Examination
Artificial Intelligence

1. Search. (20 points) Consider a search tree with uniform branching factor 2 and depth
d, and consider a search problem for which there is a single solution in the tree at depth k.
Give expressions for the worst case cost of finding the solution, in terms of nodes visited,
for (a) breadth-first search, (b) depth-first search, and (c) iterative deepening starting at
depth 0 and incrementing by 1 on each iteration. Enmments on dealing with fence-posts:
The root of the tree is at depth 0, and the cost of finding a solution includes the visit to
the solution node. _

2. Logic. (20 points) Let T and A be sets of sentences in first-order logic, and let g and
be individual sentences in first-order logic. State whether each of the following
statements is troe or false. (No explanation is nécessary.)

(a) If I" |- and A |-, then TUA | g.

(b) If I' f=qp and A =, then I'TIA = .

(c) I 'l and A [=4, then TUA = (g=s).

(d) If " f=qp and A =1, then TUA = (- p=s1).

(e) If 'l and A f=1p, then TNA = (g=sp)v(y=g).

3. Automated Reasoning. (20 points) Use the resolution refutation method to prove
Wax(p(x) = rix)) from the following premises.

V. (p(x) == Jy.(g(x.y) v gly.x)))
YV Wy ((g(xy) v gly.x))= r(x))

Note that this is a question about the resolution refutation method. You will get zero
paints, nothing, nada, zip, no score for proving it in any other way.

d, Probability. (20 points) Suppose there are three chests, each with two drawers. The
first ¢hest has a gold coin in each drawer. The second has a gold coin in one drawer and
a silver coin in the other drawer. The third chest has a silver coin in each drawer,

(2) Three of the six drawers are selected at random. What is the probability that all
three drawers contain gold coins?

(b) A chest is chosen at random, and a drawer is opened. If the drawer contains a
gold coin, what is the probability that the other drawer also contains a gold coin?
Be careful.



5. Learning. (20 points) Consider the following training set for a decision-tree learning
problem.

Example a b e d e Goal
x 1 0 (1] 0 ] 1
x ] ] 1 ] 0 0
% 0 0 0 1 0 1
% i 1 1 0 0 1
x; 1 0 ] 1 )] 0
e
Xg ] 0 1] )] D 0

() Draw a decision tree of minimal depth that correctly classifies the examples in
this dataset.

(b} How much information is needed to classify an example in this case? (Reminder:
the amount of information needed to classify an example is -(p*log p)-(n*log n),
where p is the probability of a positive answer and » is the probability of a
negative answer.)

(c) How much information is needed to classify an example given that a is 17 What
if & is 07

(d) So, what is the information gain from attribute a7 What is the information gain
from o given a?
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Peerapong Dhangwatnotai
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1 Search

2k+l 1

C
0,1,..k

k k
Z complete tree of depth i = Z 20t 1 (1)
i=0 i=0
k+1 k
= <22i>121 (2)
i=0 i=0
= M2 _ 11— (k+1) (3)
2k+2 |3 (4)
2 Logic
a) True.
b) False. p =pVq. I ={p}. A ={q}
c¢) True.
d) True.

e) True. Tautology

3 Automated Reasoning
1. =Vz(p(z) = r(z)) (negate the conclusion and add to our premises)
2. Vz(p(z) = Jy(q(z,y) V q(y, z))) (premise)
Vavy((q(z,y) V q(y,z)) = r(z)) (premise)
—Vz—p(x) V r(z) (eliminate implication from 1)
Vo (-p(z) V Iy(q(z,y) V q(y,x))) (eliminate implication from 2)
Vavy(=(q(z,y) V q(y,x)) V r(z)) (eliminate implication from 3)
Jxz(p(z) A —r(z)) (push negation inside, 4)
VaVy((—q(z,y) A —q(y,z)) V r(x)) (push negation inside, 6)

—p(x) V (q(z, f(2)) V q(f(2), z)) (skolemize, 5)

© o N oo W



10. (p(C) A —r(C)) (skolemize, 7)
11 ((~q(, f(@)) A=q(f(x),2)) V () (skolemize, 8)

12. (=q(z, f(z)) Vr(z)) A (~q(f(z),2) V r(z)) (distribute V, 11)
13. p(C) (split up A, 10)

14. —r(C) (split up A, 10)

15. (—q(z, f(2)
16. (=q(f(x),x

)V r(a)) (split up A, 12)
)

17. =q(C, f(C)) (resolving 15 and 14 by setting x to C)
)

Vr

V r(z)) (split up A, 12)
-q

18. =q(f(C),C) (resolving 16 and 14 by setting = to C)

19. ¢(C, f(C)) V q(f(C),C) (resolving 9 and 13 by setting x to C)

20. q(f(C),C) (resolving 19 and 17)

21. L(false) (resolving 18 and 20)

22. Vx(p(z) = r(x)) (Negation of one of the premises is true)

4 Probability

a) 1/(;)
b)
pls = gl —g) = PO 6
1/3
T OB 1+1/3-1/2 (6)
- 3 (7)

5 Learning

a) There are two answers. One makes “a” the root node and “d” the child nodes. But you can switch
them and make “d” the root node. The tree has depth 1 (beginning with depth 0).

b) Since the probability that “Goal” is 1is 1, p =1 and n = %. Therefore, —(p x logp) — (n * logn) =
1.

c) If a is 1, the probability that Goal is 1 is % If a is 0, the probability that Goal is 1 is % Therefore,
information needed is 1 for both cases.

d) Info gain from a is 0. Since the tree correctly classifies all examples, information gain from d given

ais 1 - (info gain from a) = 1.



Comprehensive Exam Solutions Autumn 2003-04

Automata and Formal Languages (60 points)

Problem 1. [10 points]

Consider the following grammar & over the alphabet £={0,1}, where S is the start
symbol of the grammar.

§ —e|0T|1U

T— 0T| 18

U— 08

1. [2 points] Give a derivation of the sting 1001.

2. [4 points] Give a deterministic finite automaton for the language of G.
3. [4 pointz] Give a regular expression for the language of .

Solution.

1. §=1U= 108 = 100T = 10015 = 1001

2. The DFA is shown in the following figure. It is ok to omit state D.

3. (10 +00%] )*

Problem 2. [10 points]

For each' of the following statements, write TRUE if the statement is true for all
languages LM that satisfy the hypothesis; otherwise, write FALSE. You will receive 2
points for'each comect answer and —2 points for each incorrect answer.



1. If L is a nonregular language and M 15 a regular language then their concatenation
LM is not regular. (Recall that the concatenation is LM = {xy|xe L.ye M}.)

2. All finite languages L are regular.
3, All context-free languages L are in the class P (Polynomial Time).

4, If L, M are languages in PSPACE then their diffcrence L-M is also in PSPACE.
(Recall that L-M ={x|xe Landxe M}.)

5. If L, M are recursively enumerable languages then L-M is also recursively
enumerable.
Solution.
1. FALSE
2. TRUE
3. TRUE
4, TRUE

5. FALSE

Problem 3. [15 points] Classify each of the following languages as being in one of the
following classes of languages: regular, context-free, recursive, recursively enumerable,
all languages. You must give the smallesr class that contains every possible language
fitting the following definitions. For example, the appropriate class for the language of a
PDA is context-free. You will receive 3 points for each comect answer and -2 points for
each incorrect answer.

1. The set of strings over {0,1} in which the number of 0°s is divisible by 5.

2. The set of strings over {a,b,c} that contain the same number of a's, b's and s,
3. L={a'b'c*|j=i+k, i, fjk=0}. |
4. The set of encodings of deterministic Turing machines M such that L{M )} #& .

5. The language L={xe {0,1}*|xxe M} where M is a regular language.



Solution.

1. regular

2. recursive

3. context-free

4, recursively enumerable

5. regular

Problem 4. [12 points]

Classify each of the following problems as being in one of the following classes: P
(polynomial-time solvable), decidable but not known to be in P (this class includes eg.
NF-complete and PSPACE-complete problems), undecidable. You will receive 3 points

for each comrect answer and -2 points for each incorrect answer.

1. Inpur: Context free grammar 7 and deterministic finite automaton A.
Chuestion: LGN L{A)=87T

2. Inpur: Context free grammar & and deterministic finite automaton A over alphabet X.
Guestion: LIGYUL{A)=E*7

3. Inpur: Deterministic finite automaton A,
Cuestion: Is L{A) finite 7

4. Inpur: Encoding of a deterministic Turing machine M, input string w of length n.
Question: Does M use more than n® space on input w ?

Solution.
l.inP

2, U-]'I!.']-ﬁ.'-:ldﬂblﬂ
J.inP

4. decidable but not known o be in P

Problem 5. [13 poinis]



a. [10) points] Give a polynomial time reduction from the SATISFIABILITY problem to
the following LINEAR INTEGER. PROGR AMMING PROBLEM

I &
Input: A set of linear inequalities of the form 3 ax, =c or » ax <c, where the g,"s

i=1 é=1

and ¢ are integer constants and x,,x,.-:x, are variables.

Question: Does there exist an assignment of integers to each of the variables that makes
all the inequalities true?

Justify briefly the correctness of your reduction.

b. [3 points] Can you conclude from part (a) that LINEAR INTEGER. PROGRAMMING
is an NP-complete problem? Justify briefly your answer.

Solution.

4. We are given an instance F of the SATISFIABILITY problem consisting of m clauses
C,,....C over n Boolean variables w,.---, ¥, . where each clause is a disjunction of literals.
Construct an instance L of the LINEAR INTEGER PROGERAMMING problem as
follows. We have an integer variable x, for each Boolean variable y,, j=1---.n of F.
There are two inequalities for each variable and one inequality for each clause of F. The
inequalities cormesponding to variable y, are x =0and x, 1.

The inequality corresponding to clause C, 15 a follows:

Z{J:_I | ¥, appears positively in C, } -i-Z[{I = .'I.'J-}l ¥, appears negated in Cj 2 1.

We claim that F is satisfiable iff L has an integral solution.

(if) Suppose that F is satisfiable and let T be a satisfying truth assignment. Set each
variable x; equal to 1 if y, is true in T and set x =0 otherwise. Since T satisfies F, it
follows that all inequalities of L are satisfied.

(only if) Suppose that L has an integral solution. Then every variable x, is set to 0 or L

Define a truth assignment for the variables of F by setting y, to true if x =1 and to false

if x,=0. Every clause C, of Fcontains a true literal because otherwise the comresponding
inequality of L would be violated (the left hand side would be 0).

b. Part a is not enough o conclude that LINEAR INTEGER PROGRAMMING is NP-
complete; it shows that the problem is NP-hard. For NP-completeness we need to show
also that LINEAR INTEGER PROGRAMMING is in NP.

This is in fact one of the few problems where membership in NP is not completely trivial.
(The reason it's nontrivial is that an argument has to be made that if there exists a
solution, then there is one where all the variables are assigned integers whose number of
bits is polynomially bounded in the size of the input.)

But the problem in the comp did not ask to prove actually this part.



Compilers Comprehensive Exam
Fall 2003

This is a 30 minute, closed book exam. Please mark your an-
swers in the blue book.

1. (5 points) Assume we have a statically typed language with polymor-
phic types and type inference (in the style of ML or Haskell). In one
or two sentences explain how a self-application, such as

f(f)

is typed. Depending on what assumptions you make, you can answer
this question either so that type inference succeeds or that it fails, but
in either case you should pinpoint why it succeeds or fails.

2. (5 points) Consider the following nested loops (written in C). In one
sentence give one reason an optimizer might choose to transform the
first loop nest into the second. In one sentence give one reason an
optimizer might choose to transform the second loop nest into the
first.

for(i = 0; i < a, i++)
for(j = 0; j < b; j++)
Ali,j] = A[i][j+1]1 = 2;

for(j = 0; j < b; j++)
for(i = 0; i < a, i++)
Ali,j] = A[i1[j+1] = 2;

3. (6 points) Consider the following flex-like specification. Parentheses
are used to show the association of operations and are not part of the



input alphabet.

*

aa { return Tokenl; }
c(alp)* { return Token2; }
ab*c { return Token3; }
caa® { return Token4; }
b*aa*(cle) { return Token5; }

Show how the following string is partitioned into tokens. Label each
lexeme with the integer of the correct token class.

abcabcaabbaacccabaccbb

. (4 points) In one or two sentences explain why a bottom-up parser can
handle the following grammar while a top-down parser cannot:

Loop — do stmt while expr
| do stmt until expr

| do stmt forever

. (10 points) Below are the “action” and “goto” tables for an LR parser.
The “goto” table includes only moves of the parsing automaton on
non-terminals; the moves on terminals are encoded in the shift moves
of the “action” table. The actions should be interpreted as follows:

e s(n) shifts the input and goes to state n.

e r(n,T) pops n elements off of the stack and pushes the non-
terminal 7" onto the stack. An r-action is a reduce move, given
in a non-standard way.

e acc means accept.

e A blank is an error entry.
The non-terminals of the grammar from which these tables were gen-
erated are A, B, and C. No two productions for A have the same

number of symbols on the right-hand side; similarly, all productions
for B and C' have different lengths.

What is the grammar from which these tables were produced?
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Compilers Comprehensive Exam
Fall 2003

This is a8 30 minute, closed book exam. Please mark your an-
swers in the blue book.

1. (5 points) Assume we have a statlcally typed language with polymor-
phic types and type inference (in the style of ML or Haskell). In one
ar two sentences explain how a sslf-application, such as

FUF)

is typed, Depending on what assumptions you make, you can answer
this question either so that type inference succeeds or that it fails, but
in either cuse you should pinpoint why it succesads or falls,

Binca f ia a function, it has type a -> b for acme unknowune a and b,

Bacause f ie alse the argument, f must have type a. The type equation
a=>hwa

has no finite solution, but does hawve infinite selutiomns, which COrraspond

to unification with the eccurs check {(for finite solutions) amnd without

(far infinite soluticns).

2. (5 points) Consider the following nested loope (written in C). In one
sentence give one resson an optimizer might choose to transform the
first loop nest into the second, In ome sentance give one reason an
optimizer might choose to transform the second loop nest into the
first.

for{li = 0; L < a, i++)
for{] =0; j € b; j++)
AL 03] = ACL)[j+1] * 2;

1



for{j =0; j < b; j+H)
for(i = 0; 1 < &, 1++)
A1 [1] = &[] [§+1] * 2;

Tha first nested loop has the better cache performance, &8 memdry
elaments are acceased in order. The second nasted loop hag no
dependencies between iterations of the inmer loop, and so is good for
any nunber of other optimizaticns {e.g., instruction scheduling).

. [6 points) Comider the following Aex-like specification. Parentheses
wre used to show the assoclation of eperations and are not part of the
input alphabet.

aa® { return Tokenl; }
e(a|b)® { return Token2; }
ab*c { return Token3; }
caa® { return Tokend; }
b*aa*(cle) { return TokenS; }

Show how the following string is partitioned into tokens. Label each
lexeme with the integer of the correct token class,

abcabecaabbaacccabacchh

abe abc aa bbasc ¢ caba ¢ cbb
3 3 4 B 2 2 2 2

{4 points) In one or two sentences explain why an LR(1) parser can
handle the following grammar while a LL{1) parser cannot:

Loop — do stmt while expr
| do stmt until expr
| dio stmt forever

i top-down parser must decide which production to use when it sees the
tarminal ‘do’, whereas a bottom-up parser makes this decision only
after the entire right-hand side of the production is on the stack.



5. {10 points) Balow are the “action” and “goto” tables for an LR parsar.
The “goto” table includes only moves of the parsing automaton on
non-terminalka; the moves on terminals are encoded in the shift mowves
of the "action™ table. The actions should be interpretad aa follows:

¢ a(n) shifts the input and goes to state .

¢ r{n, T} pops n elements off of the stack and pushes the non-
terminal T" onto the skack, An r-action is a reduce move, given
in a non-standard way,
& ace MGANS Accept.
# A blank is an error entry.
The non-terminals of the grammar from which these tables were gen-
erated wre A, B, and ©, Mo two productions for A heve the same

numbser of symbols on the right-hand side; similarly, all productions
for B and & heve different lengths

What is the grammar from which these tables were produced?

State action gn!-cr_-
B b C d e ¥ A B C

0 | a(b) e(d) 1 2 3

1 &) T

2 r(l,A)  s(T) r(1,A) rilA)

3 r(lLB} r(l,B) r(1,B] r(l1B)

1 | a(5) s(4) 8 2 3

b (1,2} r(1,0) e(1,2) (1,0

6 | s(5) s(4) 9 3

T | s(5) s(4) 10

&8 (6} g(11)

o r(3A)  &8lT) (3 A)  rl3A)

10 r{3,B) r(3,B) r(3,8) r(3,B)

11 35 rl3,0) r(d,C)  r(3,0)




=>» Ab B
-> B
= B e C
-» 0
-*d A8
- B

noooE =
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Problem 1: Memory Systems [33 Points 4 points each + 1 free]

A. Compared to a 16K direct-mapped cache, what type of misses will a 16K fully associative cache have
fewer of 7 Cirche all that apply.

(a) compulsery
(b} comihet

(c) capacity
(b comylict misses

B. Suppose that cache A, a 16K-byte four-way set associative cache, cache B, a 16K-byte direct-mapped
cache, and cache C, a 4dK-byte direct-mapped cache are all referenced with an identical addreas
sequence. All caches use a troe least-recently used (LRU) replacement policy. Which of the folbowing
statements are troe: (circke all that apply)

(a) A will contain a supersst of the data in B
(b)) & will contain s superset of the data in C
{c) B will contain a superset of the data in A
{d) B will comntain a superset of the data in O

(B A confains @ superset of C. Cache C iv eguivalent to one "way" of 4 .
and (d) B containg a superset of C since both are direct mapped and B is larger.

C. Ima G4E-byte four-way set-associative cache with 128-byte blocks, how large is the index field used to
address the cache array? (write down the number of bits)

D, If the cache of question 1.C is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for comect operation? (write down the mumber of bits)

26 = 40.7 (index) — 7 (block)

E. A processors needs to support multiple processes running simultancously with complete isolation (each
process cannot access the memory of any other process). What is the mindimum set of features in the
architecture required to implement this complete isolation? (Circle minimal subset)

(1) Atomic branch and entry to privileged mode (in which all of memory can be addressed)

(b} A single base and length (segment) register

i () Multiple base and length (segment) registers, one per process

(d}) A translation look-aside buffer with a trap 1o a privileged mode handler routine on miss.

() and (B suffice, as does (d) by ivelf feither gety full credit)



F. Replacing a single memory bank with multiple interleaved memory banks has which of the follewing
cffects? (circle all that apply)

{a) Increases latency
(b} Increases bandwidth
(c) Increases relinbility
() Decreases latency

(]

G. A bus-based cache coherence protocol “snoops™ the directory of each processor’s kevel-2 cache on

each bus access. For this scheme to work, what relationship between the level-1 cache and kevel-2
cache must be maintained? {one word)

irclecrion

H. A cache coherent multiprocessor has four processors, each with a 16Mbyte direct-mapped level-2
cache that is organized into 128-byte lines, Each processor makes single-word (2 byte) references
(read and write in equal mumbers) to widely-spaced single word locations in memory in a repeating
pattern of 128K references. The patterns of the processors are disjoint — thers is no sharing — and small
enough to entirely fit in the cache, Rank the following three cache coherence protocols in order the
amount of memory or bus traffic penerated after the first ileration through the patterns?

(a) Mo cache — all data feiched and writlen is frotn pages marked uncached.

() Write-through — all cache lines have two states [ and V',
Lines in state V' are always in syne with memory — no dirty limes.

{d) Write-back ~ lines have three states, [, V, and I, The first write to a V' line invalidates all other
copics and make the line exclusive (and dirty), the [¥ siate,

The imporiant thing o rote heve is thar the working set is 128K [288vte lines, so the working set is
FaMEyres which fits in the cocke.

Thus () hax the least traffic followed by (c} and ther fa). [f the working sef were larger than the
cache, (@) would have had the least traffic.



Problem 2: Instruction-Set Architecture [33 Points]

After graduate school, you work for IIPS Technologies, s company that designs embedded MIPS
systems optimized for Java applications. The main product of JIPS iz a MIPS processor and a just-in-time
{JIT} compiler. The processor uses the classical S-stage pipeline. The compiler runs along with any Java
application and translates on-demend its Java code to MIPS instroctions. The JIT compiler is kept very
simple in order to minimize its overhead. It does implement the stack storage defined by the Java
architecture, but tries to eliminate the number of push and pop operations to the stack by allocating as many
temporary results as possible to the registers available in the MIPS processor.

Adfter analyzing the typical workload (apphication & JIT), you come up with the following frequencies
and CPIs for cach type of instructions supported by the processor:

Type Frequency CPl____
Load K 1.6
Store 2086 1.4
Arithmetic operations 5% 1.0
Branches & jumps 15% L5 |

Yoaur analysis also indicates that 50% of the stores are used to push vahies into the stack, 33.33% of the
loads are used to pop valwes from the stack. Assume that all pashes and pops operate on 3Zb integer
numbers,

1} [7 points] You decide to improve performance by adding push and pop instructions io the MIPS [SA:
push rs # MEM[ 3044 ] +~—rs; r3l«—r30+d
pop = # re—MEM[-30]; rij«—ril-4
Eegister r30 stores a pointer to the top of the stack by default. What additional resources will you need
in the S-stage pipeline to support the execation the two new mstructions? Explain.

Pop writes both rs and r30. Hence, we need a 2™ write port to the register file.

No sdder is needed for (r30H-4} or (F30=4), Push and pop can perfiorm this operation on the integer ALL in
the EX stage of the pipeline.

I} [6 poinds] A colleapue notices that pash and pop are similar to Joads and stores with auioincrement
amnd autodecrement addressing respectively. Hence, she suggests introdhecing
autoincrementautodecrement addressing (in which the register used to provide the address is
imcremented/decremented as a side effect of the load or store instruction) to the MIPS ISA instead of
push and pop. Explain to her why prash and pep are cheaper to implement,

Cieneral autoincrement/murtodecrement loads/stores have two disadvantages
#  They require additional bits in the opcode to encode the increment/decrement walue (register
specifier or immediate)
e Fhey require 2 integer ALUs; one for the effective address caleulation {register + offset) and one
fior the autoincrement/autodecrement.



3} [6points] The JIPS design group comes to the conclusion that the introduction push and pep will
increase the clock cycle time of the processor by 5% due to the additional resourced needed to
implement them. Calculate the overall performance improvernent if the new instructions are added o

the design.

ExecutionTimeOld _ 1Cold * CPlold * CCTold

- Frecution TimeNew a IChew® CPInew* CCThew
CPlold = Sumdindividual CPIg) = 0.3%.6-+0.2* 1 4-+035% 1 +0L13*1.5 = 1.335
CCTmew = 10500 Told

Each push/pop instruction will replace one store/load fnstruction in the original program and the arithmetic
operation used o merement/decrement the stack pointer. Hence, the infroduction of push/pop eliminates a
number of arithmetic operations rom the original program. Therefire:

IChew = { 1-#push-#pop}*ICold = {1-0.5%0,2%0.33* 3)*ICold = 0.8*ICold

The CPI of a push/pop instruction is equal to that of a store/load instruction in the original program,
However, our CPInew calcolation must take into account that we eliminated some of the arithmetic
instructions in the original pro

CPInew = (0,3%1.6+0.2%1.4+0. ]5"]'H‘.| 15%1.5W0.8 = 1.41875

Hence, the overall speedup is 1.33540.8%1.41875*1.05) = 1.12 or 12%

4) |7 points] A third colleague notices that for the same clock cycle time mcrease (5%) you can double
the associativity of the data cache used with the processor. The improved cache hit rate will reduce CPI
fon all bonds and stores i the worklosd, JI'S Tecluolegies has cnough cagineers 1o either implemen:
the new instructions or improve the cache, but cannot do both. Calculate the minimum percentage
improvement of the CPI for the loads and stores that i necessary in order to decide to go with the
improved cache. Assume that the percentage of CP1 improvement for loads and stores is exactly the
BT,

The improved cache must lead to overall performance improvement of at least 12% or a speedup of 1.12.
Wo can use the speedup equation of part 3). In this case:

[Cnew = TCold

CCTnew = 1.05*1Cold

CPlold = 1.335

Speedup = 112> 1.335 > 1.12 *CPlnew*1.05 < CPlnew < L1335

Assume that the new cache design changes the CP1 of loads and stores by a factor of x. Le. the CPI for
loads is 1.6%x and the CP[ for stores is 1.4%x
CPlnew < 1.135 ¢ 0.48% + 0.28%x + 0,35 + 0225 < 1,135 &> 0.76%x< 0,56 ¢ x <0.73,

Henge, the new cache decrease the CPI of load and stores by 0.73 or 27%. The new CPI for loads must be
1.17 and the new CP1 for stores must be 102,



[7 poinis] JIPS Technologies decides to implement the push and pop after all, You propose to use 16-bit
encoding for the two instructions. This will lead to better code density which is important for embedded
applications. All other instruction retain their 32-bit encoding, A senior colleague quickly points out that
mirxing 32-bit and 16-bit instroctions requires an instruction set change that may limit the code dengity
benefils from vour proposal. What is the change and how does it hort code dengity?

With 32-bit fixed-length nstructions, all instroctions addresses are aligned to 4-byte boundsries. In other
words, the 2 least significant bits of the PC are always 0. Hence, the displacement of branch and jump
instructions does not have to specify these last 2 bik,

IT we interleave 16-hit and 32-bit instructions, an instruction address may be aligned o 4-byte or 2-byte
boundaries. Only the very least bit of the PC is guarantsed to be 0. Compared to the original 1SA, we need
an extra bit of displacement with branches and jumps, Howewver, we cannot go to 33-bit encoding for
branches and jurnps, hence with have to live with one less bit of displacement for these instructions.

If there is a branch in & program that uses all the bits of displacement with the original 1SA (32-bit
encoding only], this branch will require two instructions in the new ISA (16-bit & 32-bit instructions
interteaved). If such branches are common, some of the code density benefits from encoding push and pop
with 16-bits may be cancelled out.



Problem 3: Pipelining [34 Points]
A company has recently announced a processor running at 1.5GHz with the following pipeline:

IF1 First part of instroction fietch {TLB access)

IF2 Instraction fetch completes (instraction cache accessed)

RF  Instruction decoded and register file read

EX Perform operation; compute memaory address (base + displacement); compute branch
target address; compute branch condition

MEM]1 First part of memory access (TLB access)

MEM2 Memory access completes (data cache accessed)

WE  Write back resulis into register file

As in the simple MIPS 5-stage pipeling, the resulis are written back into the register file in the first half
of the cycle, and registers are read in the second half of the cyele.

Ja. (8 points)

(i) How mamy register read ports does this pipeline require o
implement 3 MIFS-style instruction set? how many write ports?
2 read ports, 1 write port

(ii) How many adders does the machine require (fo prevent stroctural
hazards), and in which stapges are they used?
2 adders; one in IF1l (for the PC), one in EX {(for the ALIT).

(i) What is the branch delay? What is the load delay?
Branch delay is 3 c¢ycles. Load delay is 2 cycles (MEM2-=EX).

(iv) To implement cormplete forwarding, how many destination regrster
numbers must the machine record? how many comparators does it pequire?

3 destinations registers must be saved, and & comparators Lo compars
2 ssurce register numbers with the 3 destinaticns



u |||-:|-| rlines

=]

statigtics from part (i) I you were oo

“h'g dlel; s e Tiiled-wath MOPs;

Exec. Time (77 = 100 cyoles / 1.5 OHE = 66.7 ns
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Problem 1: Memory Systems [33 Points 4 points each + 1 free]

A. Compared to a 16K direct-mapped cache, what type of misses will a 16K fully associative cache have
fewer of? Circle all that apply.

(a) compulsory
(b) conflict
(c) capacity

(b) conflict misses

B. Suppose that cache A, a 16K-byte four-way set associative cache, cache B, a 16K-byte direct-mapped
cache, and cache C, a 4K-byte direct-mapped cache are all referenced with an identical address
sequence. All caches use a true least-recently used (LRU) replacement policy. Which of the following
statements are true: (circle all that apply)

(a) A will contain a superset of the data in B
(b) A will contain a superset of the data in C
(c) B will contain a superset of the data in A
(d) B will contain a superset of the data in C

(b) A contains a superset of C. Cache C is equivalent to one “way” of A .
and (d) B contains a superset of C since both are direct mapped and B is larger.

C. Ina64K-byte four-way set-associative cache with 128-byte blocks, how large is the index field used to
address the cache array? (write down the number of bits)

D. If the cache of question 1.C is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for correct operation? (write down the number of bits)

26 =40-7 (index) — 7 (block)

E. A processors needs to support multiple processes running simultaneously with complete isolation (each
process cannot access the memory of any other process). What is the minimum set of features in the
architecture required to implement this complete isolation? (Circle minimal subset)

(a) Atomic branch and entry to privileged mode (in which all of memory can be addressed)
(b) A single base and length (segment) register

(c) Multiple base and length (segment) registers, one per process

(d) A translation look-aside buffer with a trap to a privileged mode handler routine on miss.

(a) and (b) suffice, as does (d) by itself (either gets full credit)



F. Replacing a single memory bank with multiple interleaved memory banks has which of the following
effects? (circle all that apply)

(@) Increases latency
(b) Increases bandwidth
(c) Increases reliability
(d) Decreases latency

(b)

G. A bus-based cache coherence protocol “snoops” the directory of each processor’s level-2 cache on
each bus access. For this scheme to work, what relationship between the level-1 cache and level-2
cache must be maintained? (one word)

inclusion

H. A cache coherent multiprocessor has four processors, each with a 16Mbyte direct-mapped level-2
cache that is organized into 128-byte lines. Each processor makes single-word (8 byte) references
(read and write in equal numbers) to widely-spaced single word locations in memory in a repeating
pattern of 128K references. The patterns of the processors are disjoint — there is no sharing — and small
enough to entirely fit in the cache. Rank the following three cache coherence protocols in order the
amount of memory or bus traffic generated after the first iteration through the patterns?

(a) No cache - all data fetched and written is from pages marked uncached.

(c) Write-through — all cache lines have two states | and V.
Lines in state V are always in sync with memory — no dirty lines.

(d) Write-back — lines have three states, I, V, and D. The first write to a V line invalidates all other
copies and make the line exclusive (and dirty), the D state.

The important thing to note here is that the working set is 128K 128Byte lines, so the working set is
16Mbytes which fits in the cache.

Thus (d) has the least traffic followed by (c) and then (a). If the working set were larger than the
cache, (a) would have had the least traffic.



Problem 2: Instruction-Set Architecture [33 Points]

After graduate school, you work for JIPS Technologies, a company that designs embedded MIPS
systems optimized for Java applications. The main product of JIPS is a MIPS processor and a just-in-time
(JIT) compiler. The processor uses the classical 5-stage pipeline. The compiler runs along with any Java
application and translates on-demand its Java code to MIPS instructions. The JIT compiler is kept very
simple in order to minimize its overhead. It does implement the stack storage defined by the Java
architecture, but tries to eliminate the number of push and pop operations to the stack by allocating as many
temporary results as possible to the registers available in the MIPS processor.

After analyzing the typical workload (application & JIT), you come up with the following frequencies
and CPIs for each type of instructions supported by the processor:

Type Frequency CPI
Load 30% 1.6
Store 20% 14
Arithmetic operations 35% 1.0
Branches & jumps 15% 15

Your analysis also indicates that 50% of the stores are used to push values into the stack. 33.33% of the
loads are used to pop values from the stack. Assume that all pushes and pops operate on 32b integer
numbers.

1) [7 points] You decide to improve performance by adding push and pop instructions to the MIPS ISA:
push rs # MEM[r30+4]<rs; r30<r30+4
pop rs # rs—MEM[r30]; r30-—r30-4
Register r30 stores a pointer to the top of the stack by default. What additional resources will you need
in the 5-stage pipeline to support the execution the two new instructions? Explain.

Pop writes both rs and r30. Hence, we need a 2" write port to the register file.

No adder is needed for (r30+4) or (r30-4). Push and pop can perform this operation on the integer ALU in
the EX stage of the pipeline.

2) [6 points] A colleague notices that push and pop are similar to loads and stores with autoincrement
and autodecrement addressing respectively. Hence, she suggests introducing
autoincrement/autodecrement addressing (in which the register used to provide the address is
incremented/decremented as a side effect of the load or store instruction) to the MIPS ISA instead of
push and pop. Explain to her why push and pop are cheaper to implement.

General autoincrement/autodecrement loads/stores have two disadvantages
e They require additional bits in the opcode to encode the increment/decrement value (register
specifier or immediate)
e They require 2 integer ALUs: one for the effective address calculation (register + offset) and one
for the autoincrement/autodecrement.



3) [6 points] The JIPS design group comes to the conclusion that the introduction push and pop will
increase the clock cycle time of the processor by 5% due to the additional resourced needed to
implement them. Calculate the overall performance improvement if the new instructions are added to
the design.

ExecutionTimeOIld _ ICold *CPlold *CCTold

ExecutionTimeNew  ICnew*CPInew*CCTnew
CPlold = Sum(individual CPIs) = 0.3*1.6+0.2*1.4+0.35*1+0.15*1.5 = 1.335
CCTnew = 1.05*CCTold

Speedup =

Each push/pop instruction will replace one store/load instruction in the original program and the arithmetic
operation used to increment/decrement the stack pointer. Hence, the introduction of push/pop eliminates a
number of arithmetic operations from the original program. Therefore:

ICnew = (1-#push-#pop)*1Cold = (1-0.5*0.2*0.33*.3)*1Cold = 0.8*ICold

The CPI of a push/pop instruction is equal to that of a store/load instruction in the original program.
However, our CPInew calculation must take into account that we eliminated some of the arithmetic
instructions in the original program.

CPlInew = (0.3*1.6+0.2*1.4+0.15*1+0.15*1.5)/0.8 = 1.41875

Hence, the overall speedup is 1.335/(0.8*1.41875*1.05) = 1.12 or 12%

4) [7 points] A third colleague notices that for the same clock cycle time increase (5%) you can double
the associativity of the data cache used with the processor. The improved cache hit rate will reduce CPI
for all loads and stores in the workload. JIPS Technologies has enough engineers to either implement
the new instructions or improve the cache, but cannot do both. Calculate the minimum percentage
improvement of the CPI for the loads and stores that is necessary in order to decide to go with the
improved cache. Assume that the percentage of CPI improvement for loads and stores is exactly the
same.

The improved cache must lead to overall performance improvement of at least 12% or a speedup of 1.12.
We can use the speedup equation of part 3). In this case:

ICnew = ICold
CCTnew = 1.05*ICold
CPlold =1.335

Speedup > 1.12< 1.335 > 1.12 *CPInew*1.05 < CPlnew < 1.135

Assume that the new cache design changes the CPI of loads and stores by a factor of x. l.e. the CPI for
loads is 1.6*x and the CPI for stores is 1.4*x
CPlInew < 1.135 < 0.48*x + 0.28*x + 0.35 + 0.225 < 1.135 < 0.76*x< 0.56 < x < 0.73.

Hence, the new cache decrease the CPI of load and stores by 0.73 or 27%. The new CPI for loads must be
1.17 and the new CPI for stores must be 1.02.



[7 points] JIPS Technologies decides to implement the push and pop after all. You propose to use 16-bit
encoding for the two instructions. This will lead to better code density which is important for embedded
applications. All other instruction retain their 32-bit encoding. A senior colleague quickly points out that
mixing 32-bit and 16-bit instructions requires an instruction set change that may limit the code density
benefits from your proposal. What is the change and how does it hurt code density?

With 32-bit fixed-length instructions, all instructions addresses are aligned to 4-byte boundaries. In other
words, the 2 least significant bits of the PC are always 0. Hence, the displacement of branch and jump
instructions does not have to specify these last 2 bits.

If we interleave 16-bit and 32-bit instructions, an instruction address may be aligned to 4-byte or 2-byte
boundaries. Only the very least bit of the PC is guaranteed to be 0. Compared to the original ISA, we need
an extra bit of displacement with branches and jumps. However, we cannot go to 33-bit encoding for
branches and jumps, hence with have to live with one less bit of displacement for these instructions.

If there is a branch in a program that uses all the bits of displacement with the original ISA (32-bit
encoding only), this branch will require two instructions in the new ISA (16-bit & 32-bit instructions
interleaved). If such branches are common, some of the code density benefits from encoding push and pop
with 16-bits may be cancelled out.



Problem 3: Pipelining [34 Points]
A company has recently announced a processor running at 1.5GHz with the following pipeline:

IF1 First part of instruction fetch (TLB access)

IF2 Instruction fetch completes (instruction cache accessed)
RF Instruction decoded and register file read
EX Perform operation; compute memory address (base + displacement); compute branch

target address; compute branch condition
MEML1 First part of memory access (TLB access)
MEM2 Memory access completes (data cache accessed)
WB Write back results into register file

As in the simple MIPS 5-stage pipeline, the results are written back into the register file in the first half
of the cycle, and registers are read in the second half of the cycle.

3a. (8 points)
(i) How many register read ports does this pipeline require to

implement a MIPS-style instruction set? how many write ports?
2 read ports, 1 write port

(if) How many adders does the machine require (to prevent structural
hazards), and in which stages are they used?
2 adders; one in IF1 (for the PC), one in EX (for the ALU).

(iii) What is the branch delay? What is the load delay?
Branch delay is 3 cycles. Load delay is 2 cycles (MEM2->EX).

(iv) To implement complete forwarding, how many destination register
numbers must the machine record? how many comparators does it require?

3 destinations registers must be saved, and 6 comparators to compare
2 source register numbers with the 3 destinations



3b. (12 points)

Many processor designers favor a simple approach to branch prediction. One possibility considered for
this pipeline was to use delayed branches. The compiler written for the processor is able to fill the branch
delay slots with the following frequencies:

from before the branch, fill all slots: for 10% of branches
from before the branch, fill two slots: 30%
from before the branch, fill one slot 10%

from the target path, fill one slot: 4%
from the sequential path, fill one slot: 3%

The compiler puts NOPs in unfilled delay slots. If the performance analysis group measures that 65% of
branches in typical applications are taken, what is the average CPI of a branch?

Branches have three delay slots.
# usefully filled = 10%*3 + 30%*2 + 10%*1 + 4%*(65% taken)*1
+ 4%*(35% not taken)*1 = 1.0365
==> Avg. # of NOP cycles = 3 - 1.0365 = 1.9635

==> Avg. CPI of branches = 1 + penalty cycles = 1 + 1.9635 = 2.96

3c. (14 points)

Comparing pipelines: some people advocate staying with the simpler 5-stage MIPS pipeline. They say
they can get the clock rate as high as 1.2GHz and still have only one branch delay slot while eliminating
half of the load-use stall cycles.Given the following statistics for the 7-stage processor, which pipeline will
perform better (ignoring memory stalls)?

% of total execution cycles
Branch Delay NOP cycles 5%
Load Delay stall cycles 4%

You may need to use your results and the compiler statistics from part (b)(i). If you were not able to
solve part (b)(i), assume that on average 1.5 of a branch’s delay slots are filled with NOPs.
Since Exec.Time = IC * CPI / Clock Rate = # cycles / Clock rate

For 100 cycles of execution on a 7-stage pipeline, there are 5 branch
delay NOP cycles, 4 load delay cycles, and hence 91 instruction
execution cycles.

Exec. Time (7) = 100 cycles / 1.5 GHz = 66.7 ns
The 7-stage pipeline requires 1.9635 NOP cycles per branch.

The 5-stage pipeline needs only
1 - (10% + 30% + 10% + 4%*65% + 3%*35%)*1 = 0.4635 NOP
cycles/branch (since if the compiler could fill 3 and 2 slots 10% and
30% of the time, respectively, it could certainly fill 1 slot for that
same fraction).
==> # branch delay stall cycles required is
(0.4365/1.9635)*5 cycles = 1.11 cycles

Also, eliminate half of load delay stall cycles, so only need 2:

==> Exec. Time (5 stage) = (91 + 2 + 1.11) / 1.2 GHz = 78.4 ns
which is much worse (5-stage is 78.4/66.7=17.5% slower)



Stanford University Computer Science Department
2003 Comprehensive Exam in Databases

SAMPLE SOLUTION

1. (14 pis.) Relation R{A, B, C, D, E) has functional dependencies AB — C, BC — [,
CD — FE,and DE — A.

(a) (6 pts.) What are all the keys of R7

Answer: AB, BC, and BDE. Note that B must be in any key, since it doesn’t appear
on the right of any FD. That fact makes the search for keys fairly easy.

(b) {2 pts.) Which of the given functional dependencies are Boyce-Codd Normal Form
(BCNF) violations? Which are Third Normal Form (3NF) violations?

Answer: O — K and DE — A violate BCNF. None violate INF, becaose all at-
tributes are prime.

{c) (6 pts.) Find a lossless-join decomposition (a decomposition from which the original
relation R can be recovered) of R into BCNF relations. Show your steps and your
reasoning—which violating functional dependencies cause which decompositions in
which order.

Answer: Suppose we use O — E to decompose. Since C DV = ACDE, one of the
schemes is R1(A, C, I, E') and the other is R2(B, C, ). The latter is in BCNF, since
BC is the only key, and BC' — D the only projected FD. However, K1 is not in BCNF.
For example, DE — A is a projected FD, but DE* = ADE, so DE is not a superkey
for 1. Thus, we decompose K1 into B3({A, D, E) and R4(C, D, E). The constituents
of the decomposition are B2, 3, and R4,

2. (16 pts.) Consider the following three entity-relationship (E/R) diagrams that represent stu-
dents, courses, and the quarters (¢.g., Autumn, 2003) that the student took the course.



ich

(a) (6 pts.) Explain the differences among the three diagrams (a), (b), and (c). What
constraints does each imply? Based on constraints, do any two of them capture exactly
the same real-world data? Explain the differences in terms of students, courses, and
quarters (e.g., “a student can take only one course in a given quarter”).

Answer: (a) is an unconstrained relationship among students, courses, and quarters. In
particular, students can take a course several times. (b) adds the constraint that a stu-
dent can take a given course in only one quarter; i.e., no repeating courses is allowed.
{c)is the same as (b). In fact, (c) is really a shorthand for the diagram (b). Many people
did not realize that the “no repeating courses™ constraint is implied by (c), but you can
reason as follows. Since the meaning of Takes is a relationship set, a student-course
pair can appear in this set only once. Whatever scason and year are attributes of this
pair are the one and only one quarter in which that student took that course.

(b) (2 pts.) If in E/R diagram (b) we added an arrow on the line from Takes to Students,
what additional constraint would be implied by that diagram?

Answer: Only one student can take any given course in any given quarter.

{c) (8 pis.) Convert the structure of E/R diagram (b), withowr the addition mentioned
' in part (b) of this problem, to an ODL (Object Definition Language) schema. You



need not specify extents, but you should specify keys when appropriate. Try to keep it
simple, not introducing classes that you don’t really need. You may use the following
abbreviations: att for “attribute.” rel for “relationship,” inv for “inverse.”

Amswer: In general, we need a connecting class to represent student-course-quarter
triples. However, since guarters are really just data, we are better off making its data
part of the connecting class, which we'll call Takes.

class Student (key name) |
attribute string name;
attribute string addr;
relationship Set<Takesr> Ccoursas
inverse Takes::theStudent;
}

class Course (key number) |
attribute integer number;
attribute string title;
relationship Set<Takea> students
inverse Takes::theCourse;
}

class Takes (key (theStudent, theCourse)) {
attribute string season;
attribute integer year;
relaticnship Student theStudent
inverse Student::courses;
relationship Course theCourse
inverse Course::students;

3. (14 pts.) Consider a relation R{A, B) that contains r > 0 tuples, and a relation S(B, )
that contains s > 0 tuples. Yoo may assume that neither [ nor 5 contains duplicate tuples.

{a) (10 pts.) For each of the cxpressions in (set-hased) relational algebra in the following
table, state the minimum and maximom number of tuples that could possibly be in the
result of the expression. (The actual number will depend on the actual data.) Your
statements should be based on r and s to the extent possible.

Answer:



| Expression Minimum #tuples | Maximum #tuples
apl i) 0 r
F a predicate
AR 1 =
A an attribute list N
Rea s 0 r-s
RU psiaml(S) max(r, £) r+s
Tz(R) - {ﬂa{R}—HniEﬂ 0 min(r, 5)
_R h:'L S T -5
(left outerjoin)
Rva§ max(r, s) T8
{full cuterjoin)

(b} (4 pts.) Continue to assume neither B nor 5 contains duplicate tuples, but now use bag
(multiset) instead of sct-based relational algebra. Do any of your entries in the table
above change? If so, state which ones and give the new entries.

Answer: The minimum for IT,(R) changes to r. The minimum for & U pgam(S)
changes to r + &.

4, (10 pts.) Consider a table CompScore (name, score) containing scores on the database
comp. For simplicity assume that both names and scores are unigue in the table, and further
assume the table has an odd number of rows. Use SQL to find the name of the student with
the median seore. Assume you do aot have a built-in median operation.

Answer:

Selact name

From CampScore C1

Whaere (Select Count(*) From CompScore C2
Where CZ.s5core < Cl.score) =
(Select Count (*) From CompScore C2
Where CZ.score > Cl.score)



3. (6 pts.) Consider a database with three tables containing one tuple each:

KA, B) contains mple {1,2)
S(C, D) contains tuple {2, 3)
T(E, F) contains tuple (2, 4}

Specify a minimal set of SQL referential-integrity constraints over the three-table schema
such that when the single tuple in relation R is deleted, all three tables are made empty
automatically.

Answer:

5.C RBeferences B.B On Delete Cascade
T.E Beferences R.B On Delete Cascade
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1. [20 points] Computer graphics definitions.

Define in a few sentences each of the following computer graphics terms. Some of these
terms may be used in other fields, so be sure to give the computer graphics meaning.

1A [5 points] Alpha channel.

1B [5 points] Phong reflection model.

1C [5 points] Spline.

1D [5 points] Gouraud shading.



2. [20 points] Transformations.

Computer graphics relies heavily on transformations. Most common are linear
transformations such as rotations and translations. In the following, T(dx,dy,dz) refers to a
translation by (dx,dy,dz), Rx(a) refers to a rotation about the x-axis by a degrees,

Ry(a) and Rz(a) refer to rotations about the y- and z-axis, respectively.

The order of transformations may matter. Also, sometimes the order may be rearranged,
but the arguments will change. Describe whether the following statements are true or false.
T(1,0,0) Rx(360) = Rx(720) T(1,0,0)?

T(1,0,0) T(0,2,0) =T(0,1,0) T(1,1,0)?

Rx(45) Ry(30) = Ry(45) Rx(30)?

Rx(45) Rx(30) = Rx(15) Rx(60)?

T(1,0,0) Rz(180) = T(1,0,0) Rz(-180)

Transformations have inverses. State whether the following formulas for the inverse
transformations are true or false.

Rz(45)" = Rz(-45)?

Rz(180)* = Rz(180)?

[T(1,0,0)T(0,2,0)]" = T(-1,0,0)T(0,-2,0)?

[Rz(45) T(1,0,0)]™" = T(-1,0,0) Rz(45)?

[Rx(45) Ry(30)]* = Rx(-45) Ry(-30)?



3. [20 points] Ray tracing.

One of the most general methods for rendering is ray tracing. At the core of a ray tracer is
a procedure to find ray-surface intersections. The inputs to the procedure are a ray and a
description of a surface; the output is the point of intersection.

Assume a ray is given by the following parametric equations:
Xx=x0+t*x1
y=y0+t*yl

z=z20+t*z1;

(x0,y0,z0) is the origin of the ray, and (x1,y1,z1) is the direction of the ray. As t increases,
the points on the ray move from the origin along the direction.

The simplest surface is a plane. The following equation defines a plane:
Ax+By+Cz+D=0.

A plane also defines a half-space: Ax + By + Cz +d < 0.

A set of planes may be used to define convex polyhedra. Each face i of the convex

polyhedra is associated with a plane (Ai, Bi, Ci, Di). A convex polyhedra is defined to be

the intersection of the half-spaces created by the planes making up its faces.

Work out a procedure for computing the point of intersection of a ray with a convex

polyhedra defined as the intersection of n half-spaces. In general, a ray intersects a convex

shape in two points. Your procedure should return the closest point of intersection in the
direction of the ray.



4. [20 points] Hidden-surface elimination.

Hidden-surface elimination is one the classic algorithms in computer graphics. The goal of
hidden-surface elimination is to draw a picture where each point in the image shows the
surface visible at that point; hidden points and surfaces are not shown.

4A [5 points] Describe succinctly the z-buffer algorithm for hidden surface elimination.

4B [5 points] What is the complexity of the z-buffer algorithm?

4C [5 points] Is the z-buffer algorithm optimal? What would be the complexity of an
optimal algorithm?

4D [5 points] Suppose you are given a scene consisting of a set of polygons. You can draw
polygons as lines (i.e. as an outlined polygon) or as a filled polygon. How would you
create a line drawing of the scene with hidden lines removed? Hint: Consider enhancing
the basic z-buffer drawing mode slightly.



5 [20 points] Intensity and Gamma.

Cathode-Ray Tubes (CRTs), or monitors, convert voltage to light. However, the
relationship between the amount of light energy produced and the input voltage is
nonlinear:

L=V

In this equation, L is the amount of light output and V is the input voltage. Gamma y
characterizes this non-linear relationship. A typical value for vy is 2.2. This means, that if
the input voltage is doubled, the output light increases by more than a factor of four.

The framebuffer stores pixel values. These pixel values can be converted to voltages in
various ways.

5A [5 points] Suppose the voltage is set to be proportional to the framebuffer values. Call
this V-space. What are some advantages of working in this VV-space?

5B [5 points] Suppose that it were possible to store values in the framebuffer in such a way
that the amount of light energy produced were directly proportional to the value stored in
the framebuffer. Call this L-space. What are some advantages of working in L-space?

5C [5 points] What hardware would be required to convert framebuffer values to voltages
if the framebuffer values are stored V-space?

5D [5 points] What additional hardware would be required to convert framebuffer values
to voltages if the values are stored L-space?
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Proposition Logic (9 points)

Question 1. The sentence (F — (@ — R)) — ((P — @) — (P — H)) &
[A) Valid and satisfiable.

(B} Invalid but satisfinble.

(C) Valid but unsstisfisble,

{1} Invalid and unsatisfable.

Question 2. Let P stand for T will serve pou daa” amd let ) stand for “pon
order coffee”. The sentence =T will serve you tor of pou do not onder coffes” is
kst represented by which of the following?

{A) P = Q.
(B) P— —G.
) P—Q.
(D) P — .

Qestion 3. Which of the following forms a complete set of propositional con-
nectives?

I A
IL A,V

IL —, false

(A} I only.

(B) 11 ouly.

{C) 1 and 111 enly.

(DY I, I, and III.



Predicate Logic (9 points)
Question 4. Consider the sentenoes:
L {Sy)(¥z) Pz, y) — (V=) (3y) Pz, p)
IL (ve)( TP ) — (Fnd(vVe) Pz y)
OL (vx)ed(x) — (Ae}cHz)
Which of them is wbid?
(A) MNone.
(B) I and IIT only,
(C) I and I only.
(D} 111 enly.

Question 5. Lot F and § be arbitrary formulse, and define 5, and 55 as
Foslbororsz

S (VE)F — (Vo)g
Sy:  (VE)NF — &)

Which of the following are true?
I & and Sy are squivelent.,

II. Assuming that 8§y and Sy are closed, if 5 & valid then 55 is valid.
1. Assuming that &, and Sy are closed, if Sz & walid then 5y is valid.
[A) T only.

(B} IT aoly.
(T} I only.
() T and I1T only.

Question 6. Let F and & be arbitrary formulse. If () F AL is unsatisfiable
then:

{A) (Fx)[~F — ) is wlid.
(B} [¥x)[F AG) b valid,
{C) [Vz)[F — @) is valid.
(D) {¥z){F — F) is walid.



Unification (6 points)

Question 7. Which of the following ie & most general unifier of h(x,y) and
h{gly). Fl=z))?

(A) {= ~ glw)}

(B) {w« Ffl=z)}

(C) {z + glw) v~ Fiz)}

(D) the terms are not unifiabie.

Quoestion 8, Which of the following are unifinble?
£y + A fiz) =)

tz : hip, z)
ts : bz 9ly))

[A) [Er,02) ondy

(B) (£2,02) and (£, 13} only.
(€4 (f1,83) and (fa,t3) only.
(D) (fg,23) and (t),t3) only.



Skolemization (6 points)
Question 9. Consider the sertenor:

(v Fo) (3=} () P, g, 2, ) — (Fu) Q)] .
Which of the following skolemizations preserves valididy?
(A) (¥z)[(2s) Pz, flz), 290z, £)) — Qih{x)]]
(B) (3u)[(ve)Pla, . fly), w) — (Guw)Q(w)]
(C) (Ve)|(3s)Plx, fl=), 2 90z 2)) — Qal]
(D) (Yo [(VuwhPx, flz). gz, w), w) — Qlhiz))]
Question 10. Consider the ssntewee

(v Fp[( (v )Piz, g 5, w) — (GwhHw)].
Which of the following skolemizations preserves sadiafiabdity”
(A) (¥z){(F2)Piz, flz), z,9(x. 2)) — Qkiz]]] |
(B) (3y)(va)Pla, u, fly), w) — GHw)Qlw]]
{C) (¥x)[(3=)Plx, flz), £, 0(2, 2)) — Qla)]
(D) (¥o)[{¥uwdPlx, flx). gz, w), w) — Q{hiz))]



Dadsati i 3
£

et R

Qestion 11. Consider the following deductive tableau where T, g, and & are
varinbles, and a is o constant.

Y 7 —
G2 | Ry, z) A Pla, 1)
What is the resolt of an AG-resolutbon of AL and G227
() G2 [ Q) ~ Hip.=) |
(Br G I -a ]
(© @] [ Q) A Riw, =) |
(0} [G3] [ ~Q(y) » Riw,a) |

the truth value of F | 0 is true If both F and § are false, and false otherwise.
Which of the following nor-splitting deduction rales pressrnes equivalenes of a
deductive tableau?

mssertions | gouls
| A,
Az
assertions | gosals
Ay | As
IL.
LT ]
Az
et
Ay | Ay
1T r
Az
[A) Mone.
(B) 1 only.
(€) 11 ouly.

{D} T and I cnly.




Polarity (6 points)

Question 18. Let X be a formula whoes occurrences in F[.X| have all negative
polarity, Asmume that the formuala X — ¥ ks troe under interpretation f, Then:

(A} FIX] is true under I.

(B] F[¥] is trus under 1.
(C) FIX) — F[¥Y] ie true under I
(D) FI¥] — F|X] is true under T.

Queestion 14. Which of the following sentences are instances of the polariky
presiaition

L (P —@)—((R—P)— (R—Q))
IL (@ — P) — ({R— P) — (R — q))
L (P Q) ~ (@ — P)

{A) Nome.
(B) 1 only.
(€) 11 only.

{D) T enly.




First-order theories (9 points)

q_':luliun 15. Let T be a forst-order |:.|'|n-|:|r;|r misch that

& all finite interpretations with an even number of members are models of
T.

# all finite interpretations with an odd number of members are not mosdels
af T,

Which of the following hold?
L T does not exists

II. T has an enumersble model

III. There exists a theory § such that TU & = (vx, y)(z = u)

(A) None.

(B 1 only.

() 11 only.

(D) 11 and 00T only.

Question 16, Let T be a Anitely axiomatkzable theory, Which of the following
necesanrily holds?

I T haa a finite model
M. T is decikdabla
I IET is complete, then T i decidalle
(A) Mone.
{B) I and 11 caly.
{C) I and TII only.
(D) [ only.
Question 17. Which of the following theorbes is undesidable?
(A) The theory of natural pumbers under zero amd sucoessor.
{B] The theory of natural numbers under mero, suscessor, and addition.
{C) The theory of natural nombers under sero, successor, addition, and multi-
plication,
(D) None of the above.



Well-founded relations (9 points)

Oueation 18. Let < be a well-founded relation over A, Which of the following
mecessarily lwolds?

[A) = is irreflexive.
(B) = is tranaitive,
(N A s Anite
(D) A s infinite.
Guestion 19. Which of the following is true?
I. There exkts & wall-founded relation which s symmetric
II. There exists o well-bunded relation which is trangitine
(A) Nome.
(B} T only.
() I onby.
() 1 and IL

Question 20, Which of the following relations < ower the set of natural mam-
bers & wall-foumwded?

Lxxyife=y+1
I r~pifz<gy
INl. T = p iff there exists a z such that gz = =
(&) T omby.
(B} I and IT only.
() T amd TIT only.
(1) Mone of the abuove.
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unreasonable precautions to prevent the forms of dishonesty mentioned above.
The faculty will also aveid, as far as practicable, academic procedures that create
femprations fo violate the Honor Code.

. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work together to establish optimal condiftions for
honorable academic work.

By writing my Magic Number below, I certify that 1 acknowledge and accept the Honor Code.

Magic Number- -—-



Comprehenalve Exam: Networks (80 points) Antumn 2003
1. {15 points total) End to end

{a) ( B points) Define the so-called “end-to-end arpumemt™ in networking, and describe the
key way this principle has affected the design of the Internet.

(b) (7 points) Describe briefy how an Internet ebanking would be structured to be truly
*end-to-end”, focusing on the basic debit-credit transactions.

2. (15 points total) TOF trensport protocel TOP was originally described and implemented ns o
go-back-M protocol with respect to its error control,

(a) [ & points) Describe what this means, illstrating with a time-based diagram of packet
mdm.ngaa illdud.i.'ﬂg !.H.L'I:I,Ellr datn I.m.l:.l:l::t. s, {"l"qu can assume the conmection is ELI:H&-F]'_I,r
gt up. )

(k) {7 Points) Provide s formuls for determining the TCP maximum throughpot for s given
packet drogp rate [, introducing whatever sdditional parameters varinbles you need, eg.
max link data rate :H., BITTI M, ete. and !I-'!ﬂll'ﬂil‘lﬁ that c_ml]r rlnta pui;h:l:& are r.'|.1'r.|n|:|_|_:|-:1n|:'|.|
there is at most one drop eecurring per go-hack-N event, and the transmission rate in
the absence of drop iz only limited by the link rate.

A (15 points total) Firtua! Cirerits or. Datagrams The UN has decided to jump in to mediate
the pever-ending dispute between the ®virtual circuit™ (VO] nerds and the "datagrom” nerds
of networking. You are callsd upon bo provide quantifinble evaloation of the two approaches.

{m) [ 5 points] Regarding bandwidth consumption, describe how you would quantify the
bandwidth cost differential between VOs and datagrams, defining any parameters {e.g.
differemncs in beader size 1V that you need, and assuming separate network layer pockeks
are waed bo setup and teardown VO and there b some reasonable lmit on mumber of
Vs per hoat.

(b (5 Points) Considering memory consumption in the routers amd the endpoeints, describe
hirs wou weonld quantify this cost betwesn Vs and datagrams. (You can give ormuolas
or just provide & convineing description that you knowr the key parameters and how By

{€) {5 points) What cost factors would you consider most slgnificant between VOs and
datagrams as the Intermet scales (von can consider others, such as processor cycles),
why, which of VCs vs datagroms woold you favor, and why?

4. (15 points total) Ethernet

[a) { 6 points) Describe the key extension that the Ethernet media access control (MAC)
protocol, CESMA-CT, makes over Alcha network protocol and explain what effect this
haus on its performance charncberistios,

(b) [ 5 points) The ATM boys used to claim that Ethemet could not be scaled to highes
speels than 1) MBPS yet now we sec 100 GEPS Ethernet emerging (after 100MBPS and
1 GBPS). What the hasis of their argument [or any rlrp;um.:nl;] that you conld not scale
Ethernet to higher speeds and how has Industry gotten arcund this?

please turn over



() [ 4 poinks) Peterson and Davie sav: “it might seem that a wireless protoecol would
follow the exactly the same CEMA-CD algorithm as Ethernet” as o lead-in to why not,
Deseribe why nob and what 80211 does about it

The End



Computer Science Department
Stanford University
Comprehensive Examination in Numerical Analysis
Fall 2003

1. Vector and Matrix Norms [8 pts]

The following definitions hold for the norm and condition number of a recrangular
mxn matrix A with respect to a specific matrix norm

| Al.-m“"ﬁ cond(A) = [ i uﬁiﬂ] [::u Hﬁq

Given the singular value decomposition A=UZV" of the matix A (where [ and V' are
orthogonal and E is the mxn diagonal matrix containing the singular values of A )

i. [3 pts] Prove that [4]), =|F], using the definition above
ii. [ pts] Prove that
”A'”;g = O and cond,(A) =0, "rﬂ-n'in

where o is the largest singular value of A and o, the smallest one.

Solutions

i. Fnrany xe R" Hﬁl we have
Jad _xATAx _ FuEv usvix  AVETUTUEV x _ XTVETEV X _
M - xT.:: fx X x N X x FVVTx

fEviafEvTs HEFWL B4,
Vifvie  prd, Hz V",

Since the mapping x+—»V'x is an isomorphism on R*\{D} (its inverse is simply

x = Vi) we have
Jasf, VA N
o, r e 2 R

max
Tl

thus [JA], =




. Let a,, i=1,...,n be the singular values of A, forming the diagonal of the matrix £.
Let o, =7, be the largest and o, = o the smallest among them. Then

th”;__m“ II'“"I; > IE"SJ:" I‘Itfk

el M IEII 1 =T T

and

o
"R,

TIHimn
el

=» min "AIL

TE N = N T 7 N B
o e, S A Y 1 -

Therefore, using the definition we have |4|, = o, and cond,(A) =0, /O,
2. Differential Equations [10 pts]

i. [4 pts] Given a square matrix A whose eigenvalues have negative real parts,
show that the matrix 1 — A is invertible and the eigenvalues of B=(I— A)J'(I + A) are
+ A

_i;‘

ii. [6pts] Consider the vector ordinary differential equation ¥ = f(x,7) and the
implicit trapezoidal method for solving it

given by the formula A’ = , where A" are the cigenvalues of A

_l_hf{-"lah}"";{-"ini.vhl}

j.rl:—l

Prove that this method is unconditionally stable when applied to the model vector ODE
¥ =Ay for a matrix A whose eigenvalues have negative real parts (that is, show that

|7:| = 0 as k — ==, regardless of the value of the step size h)



Solutions

i. The matrix 7— A is singular if and only if det(f — A)=0. But this implies that A =1
is an eigenvalue of A, which is not the case since all the cigenvalues of A have negative
real parts. Furthermore, we have

det|(7 — AV (1 +A)- A1 |=0 det|(T - AV (1 + A)- A1 - AV(T - A)|=0 =
e detf[1 - AV Jaedf(1 + )= A1 - A)]=0 & det][( + A)— A(1 - A)]=0
-:-—bdtl[{&+1]ﬂ-{A-I}If]zﬂﬁdﬂ[ﬁ—g ]=n
Therefore, the eigenvalues of A and B =(F — A)' (I + A) are associated as follows
a_A -1 L+ A
Sl v Rade iy

ii. Application of the trapezoidal rule in the model equation yields
- - hy .
Y =K +E{AJ"A T ‘ql’tu:l:‘

h h Y.

::-[.i" —Eﬂ]}lh, =[f +EH]_!|-',C
B AN AN
=’}'t+l=[f_iﬁ] [!‘ +EA]J.IE

YA
:.h;rr,{[.r—?a] [“Elﬂ]] o

=
The method is stable if and only if the spectral radius of the matrix [f - g&J [f +gﬁ]
is less than 1. Using the result of (i) the eigenvalues of the matrix above are piven as
1+240 :
A :ﬁ which all have magnitude less than 1 for Re[A'} <0 (since each A" lies
2
closer to —1 than to 1 on the complex plane) regardless of the value of & . Therefore, the
trapezoidal rule is unconditionally stable for this model equation.

3. Numerical Quadrature [12 pis]
Consider a real function f that is differentiable on an interval [a,b]

i tjl- pts] Find a guadratic polynomial g(x) that approximates f({x) on [a.F] in

that f’{aj'r =g'a), B =g'(h) and [[ﬂ;b] = g[ﬂ ;h] [Hint : Consider expressing

g{x) as a quadratic polynomial of [.r ... ;hJ]



b
ii. [2 pts] Define a numerical quadrature rule for I_.I"lfﬂrir by integrating the

interpolant g(x) on [a.b]

iii. [3 pts] Prove that this integration scheme has degree of accuracy equal to 3.

]
iv. [2 pts] Define the corresponding composite quadrature rule for _{_,l"l[x]dx we

a+(k+1)
n

b—a b—ﬂ]
n ¥

obtain by subdividing [a.b] into the n sub-intervals [:Hi'

k=101,....,n-1 and applying the basic integration rule on each of them

v. [2 pts] Consider the composite mle of (iv), the composite midpoint rule and the
composile Simpson's rule. Under which circumstances would you prefer to use each one
of them?

Solutions
. a+hy a+h , , .
i. Let glx)=c,| x- 3 +o| x= 5 + ¢, . Using the given constraints we have

] - f'gb}—.f';_[u]'
g'(a)= f'(a) ela—b)+e, = fla) : :gr—a

g'ib)zf'{b} i = dc,(b-a)+e, =bf’[b:! =:ue,=fl:if.ﬁ}
(A5 [ () ) )

Therefore
. _f'[b}—f{u}r _ath z+f‘{u}+f{&]|'(l_r1+fi a+h
S hma) z) I ]”( 2]
ii. We have

jf{xﬁr* :FE (o Jetx =:F[cz[x* ﬂ;bT *e [‘r_ a;bjﬂ-“}k 2 b I::F +eolb-a)

= Jrtoie= o-al (32 )+ L5 0)- )
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ili. The interpolant used approximates exactly polynomials of degree up to 2, thus the
degree of accuracy is at least 2. We also have



[Pae=(b-4] = 24 8 g
_ {b_ﬂ§ﬂ+b}[[ﬂ+ﬁ:|=+{ﬂ—b}z]= !gﬁ;gi!{ . +.u2]'= {:4;5—4

which is the exact result, To show that the degree of accuracy is exactly 3, we give the
counterexample fix)= x* on the interval [— a,u]

:[.:“.:ix = 2qa-0* +£i{£{45}+4a"]=%a5

: {m-)’ L (b—af B - 302 (b-ala+b)  (b-aflath)_

which is not the exact result {%a” ). Therefore the method is third order accurate

iv. The composite rule is
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v. If we know the exact value of f“(a) and f'(b), the rule we proved in (iv) is third

order accurate while only slightly more complex than the midpoint rule and should be
preferred. Note that this wouldn't work if we tried to approximate ’(a) and f(5) from

nearby values of f, since this approximation would have an Olh) error leading to an
ﬂl{hi} error in the integration formula (same as the midpoint rule).

If we don’t know f'(a) and () and third order accuracy is desired, Simpson’s rule
is the only option. Nevertheless, if first order accuracy is sufficient (for example if f is

very smooth or if the discretization step h is already very small) the midpoint rule is
simpler and requires much fewer floating point operations.
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The following is a statement of the Stanford University Honor Code:
A. The Honor Code is an undertaking of the students, individually and collectively:

(1) that they will not give or receive aid in examinations; that they will not give or
receive unpermitted aid in class work, in the preparation of reports, or in any other
work that is to be used by the instructor as the basis of grading;

(2) that they will do their share and take an active part in seeing to it that others as
well as themselves uphold the spirit and letter of the Honor Code.

B. The faculty on its part manifests its confidence in the honor of its students by refraining
from proctoring examinations and from taking unusual and unreasonable precautions to
prevent the forms of dishonesty mentioned above. The faculty will also avoid, as far as
practicable, academic procedures that create temptations to violate the Honor Code.

C. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work together to establish optimal conditions for honorable
academic work.

By writing my “magic number” below, I certify that I acknowledge and accept the Honor Code.

(Number)

Prob | # 1 | #2 | # 3| # 4 | Total
Score
Max 6 6 8 10 30




1. (6 points) Garbage Collection.

This question is about the design and use of a garbage collector as part of the runtime
system.

(a) (2 points) Assume you have a language like ML, in which all pointers are statically
typed. Describe the general operation of a garbage collector that may be run while
the application program is stopped. Your collector should only mark objects as
garbage and delete them if really are garbage. Does your collector find and delete
all inaccessible objects?

(b) (2 points) Garbage collection for languages like C and C++ is more complicated
because casting and unions make pointers difficult to recognize. What changes are
needed in the garbage collector you proposed in (a) to support languages like C and
CH++7

(¢) (2 points) Some languages, like Java, allow simultaneous execution of multiple threads.
In a multi-threaded run-time system, it is advantageous to allow the garbage col-
lector to run concurrently with one or more program threads. What changes are
needed for your garbage collector to make it concurrent?



2. (6 points) Subtyping.

(a) (3 points) Describe the standard subtyping rules for function types.

(b) (3 points) Why is a type of mutable cells (ML reference cells, or records with a single
assignable field) not subtypable?



3. (8 points) Method Lookup.
In a multiple inheritance language such as C++4, one needs to put “deltas” in the virtual
function table along with pointers to functions. Explain why the “deltas” are needed in
the virtual function table. Illustrate with an example.



4. (10 points) Implementing Exceptions

One way of implementing exceptions is to make a table mapping exception names to code
for handlers, for each scope, and store this table on the run-time stack. This has little
performance impact at run-time, unless an exception is raised, since the tables can be
determined at compile time. However, when an exception is raised, there is some cost.
Specifically, if the current activation record contains a handler, control is transferred to
this handler. If not, then the exception will have to be “re-raised” in another scope.

(a) If an exception is raised and there is no handler in the current scope, which pointer
in the activation record should be used to find the next scope?

(b) Can the compiler determine the number of pointers to follow, for a given exception
and scope, at compile time? Explain why or why not.

(c) Optimizing compilers often change the order of instructions for various reasons. Why
do languages with exceptions make this kind of optimization more difficult?

(d) What information would a compiler like to know, at compile time, about a given
expression such as a function call, in order to reorder instructions?

(e) Does Java provide this information for method calls? If so, for all exceptions or just
some exceptions?



2003 Programming Languages Comp. Solutions

1. Garbage Collection:

written by 2006 Ph.D. First-Years

(a) You could do mark-and-sweep. Follow pointers because you know what their
types are at compile-time. No, it cannot find and delete all inaccessible objects;
any garbage collector can at most hope to delete all unreachable objects, but not
all inaccessible objects.

(b) You need to implement conservative garbage collection whereby you treat every

value that could possibly point to a region in the heap as a pointer.

(¢) You need to lock thread-local heaps.

2. Subtyping:

(a) Return types are covariant; function arguments are contravariant. e.g., circle
<: shape. A function returning a circle is a subtype of a function returning a
shape because if a caller expects a shape to be returned, then it’s perfectly okay
to return a circle (covariance). A function taking in a shape as an argument is
a subtype of a function taking in a circle as an argument, because if the caller
expects to pass in a circle, it’s perfectly okay to treat it as simply a shape within
the function and only use the features that are available in shape and ignore the

circle-specific features (contravariance).

(b) ref circle is not a subtype of ref shape, because you can put a square in a ref

shape, but not in a ref circle.

3. Method Lookup: Deltas are needed in the vtable because the compiler needs to put
in a fixed offset in the compiled code when compiling virtual function calls, but when
a class inherits from multiple classes, the offset of the function in the subclass will
probably be different than the offset in one of the superclasses. The delta is used to go
backwards to the beginning of the object so that all fields can be accessed. See below

(taken from Prof. John Mitchell’s CS242 lecture notes) for an illustrated example.

class A {
public:
int x;

h
class B {
public:
int y;

virtual void f();

virtual void f();

virtual void g();

vtable for Multiple Inheritance

A R L T A R P A LTI L i A A

class C: public A, public B {
public:
int z;
virtual void f();

C *pc = new C;

B *pb = pc;

A *pa = pc;
Three pointers to same object,
but different static types.

Object and classes

T e T RE S S PR,

C object
pa, pc :

pb

B object

# Offset & in vibl is used in call to pb->f, since C::f may
refer to A data that is above the pointer pb
# Call to pc->g can proceed through C-as-B vtbl




4. Implementing Fxceptions:

(2)

(b)

The pointer that refers to the base pointer of the next activation record up in the
stack (the one for the current method’s caller). This is called the control link in
(CS242 lecture notes.

No, because when an exception is raised at run-time, the activation records on
the stack can be different depending on what series of method calls led up to that
exception. There is no way for a compiler to know at compile-time what records
are going to be on the stack when an exception is raised, and thus how many
pointers to follow.

It’s difficult to optimize to re-arrange instructions around side effects in general,
and an exception is a particularly nasty side-effect.

Whether that function is allowed to throw exceptions.

Yes, only for checked exceptions, though. Unchecked exceptions do not need to
be declared in the method declaration.
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e

1} Toavoid replay attacks, one con either use a randemly-gencrated nonce or a physical
timestamp. Give one advantage of using a nonce over a timestamp, and one advantage of
using a timestamp over a nonce. (You may assume that the resolution of physical timestamps
is sufficient to avoid timestamp value collisions. )

Nonces better because synchronized clocks aren 't required. Timestamps better because you
don’t have to remember every nonce you Ve ever sec.

2} True or false: all side-cffect-free operstions are idempotent, but nol all idempodent operations
are side-effiect-free. Explain vour answer concisely but completely (i.e. if true, explain why
gach part ia troe; if false, explain which pari(s) are false andior give counterexamples).

True, If an operation has no side effects, by definition executing it once is the same as
cxocuting it many times. On the other hand, an operation such as setting a variable to a
specific value does have a side effect, yet is still idempotent.

3} With respect to remote procedure calls (RPC), what is serialization {or marshalling) and why
is it necessary? Are there cases where it is unnecessary”

Serialization or marshalling refers to packing the call and its arguments into a portable formar
for transmission to the RPC server. It is necessary when you are not sure if the machine
architecture of the server is the same as that of the client (and therefore whether types like
integer or Moating-point numbers have the same representation on both). Marshalling is not
needed if the two machines have identical data representations and if the arguments 1n
question do not contain pointers into the client’s address space (which would not be safiely

dereferenceable on the server).
4) Describe a failure mode that might occur if a non-preemptive scheduler is used, and how it
would be avoided with a preemptive scheduler,
One example: a program goes info an infinite loop and never does a blocking 1/0 or other
operation that would yicld the CPU. A preemptive scheduler would regain control on the next
fimer inlerrupt,

5) [Ifa physical page is shared between two different processes, is il possible for the page to be
read-write for one process and read-only for the other? [ 5o, how, and if not, why not?
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11} ¥ ou translate the above code to Java, compile and mun it, and again call fisney—1). Does the
behavior differ from the previous case, and if 50, how? Whal is the reason for the difference
in behavior {or lack thereof)?

The Java virtual machine specification requires it 10 do runtime bounds checking, so you'd get
an array bounds exception being thrown,

12} Some (38z provided a system call RENAME fo give a file a new name. [s there any
differcnce between using thiz call to rename a file, vs. just copving the fle (o a new File with
the new name and then deleting the old one? If so, describe the difference. If not, roughly
skeich why there is no difference.

It"s mot the same. Rename modifies the file's metadata bat does not move the file contents to
a different set of disk blocks (unless the file is being moved across filesystems). [Hename 13
usnally faster, but you had 1o explain win it"s faster.)

L3} Wiih respect to 2 virtual memory system, give one argument in favor of large page sizes and
one argument in favor of sgmall page sizes. Cive an example of an appropriate use of cach
type of page.

Small page sizes are usefl when you want o avoid internal fragmentation {wasted space
within & page, leading to wasted space overall). Most user data pages fit this description.
Large pages are appropriate when you want to minimize page swapping because there is a
large set of data that is infrequently swapped or is used all together; kerncl image is a typical
use for large pages.

14) Describe the structore of an inverted page table and how it differs from a conventional page
table. When would you want to use an inverted page table?

Inveried page tables hash from viral to physical address, allowing the page bl to be the
size-of physicab-memory muther than the st2e-of the virtual address spoce. 1 the-virmat-address
space 15 very large andfor is sparsely used, inverted tables may be desirable.

15) When programming in a language that uses garbage collection such as Java, is it possible to
have memory leaks? If not, why not? If so, give an example of a scenario that would cause a
leak to occur,

Yes, circular data structures (such as self-referentinl lmked lists) or references that go out of
scope and arc never used again cannot be garbage collected (becanse there is no way for the
GC to prove that those data structures are no longer accessible).

THE END



