Computer Science Comprehensive Examination
Computer Architecture

[100 points]

This examination is open book. Please do all of your work on these sheets. Do nod do your work in a blue
book,
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Problem 1: Memory Systems [33 Points 4 points each + 1 free]

A. Compared to a 16K direct-mapped cache, what type of misses will a 16K fully associative cache have
fewer of 7 Cirche all that apply.

(a) compulsery
(b} comihet

(c) capacity
(b comylict misses

B. Suppose that cache A, a 16K-byte four-way set associative cache, cache B, a 16K-byte direct-mapped
cache, and cache C, a 4dK-byte direct-mapped cache are all referenced with an identical addreas
sequence. All caches use a troe least-recently used (LRU) replacement policy. Which of the folbowing
statements are troe: (circke all that apply)

(a) A will contain a supersst of the data in B
(b)) & will contain s superset of the data in C
{c) B will contain a superset of the data in A
{d) B will comntain a superset of the data in O

(B A confains @ superset of C. Cache C iv eguivalent to one "way" of 4 .
and (d) B containg a superset of C since both are direct mapped and B is larger.

C. Ima G4E-byte four-way set-associative cache with 128-byte blocks, how large is the index field used to
address the cache array? (write down the number of bits)

D, If the cache of question 1.C is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for comect operation? (write down the mumber of bits)

26 = 40.7 (index) — 7 (block)

E. A processors needs to support multiple processes running simultancously with complete isolation (each
process cannot access the memory of any other process). What is the mindimum set of features in the
architecture required to implement this complete isolation? (Circle minimal subset)

(1) Atomic branch and entry to privileged mode (in which all of memory can be addressed)

(b} A single base and length (segment) register

i () Multiple base and length (segment) registers, one per process

(d}) A translation look-aside buffer with a trap 1o a privileged mode handler routine on miss.

() and (B suffice, as does (d) by ivelf feither gety full credit)



F. Replacing a single memory bank with multiple interleaved memory banks has which of the follewing
cffects? (circle all that apply)

{a) Increases latency
(b} Increases bandwidth
(c) Increases relinbility
() Decreases latency

(]

G. A bus-based cache coherence protocol “snoops™ the directory of each processor’s kevel-2 cache on

each bus access. For this scheme to work, what relationship between the level-1 cache and kevel-2
cache must be maintained? {one word)

irclecrion

H. A cache coherent multiprocessor has four processors, each with a 16Mbyte direct-mapped level-2
cache that is organized into 128-byte lines, Each processor makes single-word (2 byte) references
(read and write in equal mumbers) to widely-spaced single word locations in memory in a repeating
pattern of 128K references. The patterns of the processors are disjoint — thers is no sharing — and small
enough to entirely fit in the cache, Rank the following three cache coherence protocols in order the
amount of memory or bus traffic penerated after the first ileration through the patterns?

(a) Mo cache — all data feiched and writlen is frotn pages marked uncached.

() Write-through — all cache lines have two states [ and V',
Lines in state V' are always in syne with memory — no dirty limes.

{d) Write-back ~ lines have three states, [, V, and I, The first write to a V' line invalidates all other
copics and make the line exclusive (and dirty), the [¥ siate,

The imporiant thing o rote heve is thar the working set is 128K [288vte lines, so the working set is
FaMEyres which fits in the cocke.

Thus () hax the least traffic followed by (c} and ther fa). [f the working sef were larger than the
cache, (@) would have had the least traffic.



Problem 2: Instruction-Set Architecture [33 Points]

After graduate school, you work for IIPS Technologies, s company that designs embedded MIPS
systems optimized for Java applications. The main product of JIPS iz a MIPS processor and a just-in-time
{JIT} compiler. The processor uses the classical S-stage pipeline. The compiler runs along with any Java
application and translates on-demend its Java code to MIPS instroctions. The JIT compiler is kept very
simple in order to minimize its overhead. It does implement the stack storage defined by the Java
architecture, but tries to eliminate the number of push and pop operations to the stack by allocating as many
temporary results as possible to the registers available in the MIPS processor.

Adfter analyzing the typical workload (apphication & JIT), you come up with the following frequencies
and CPIs for cach type of instructions supported by the processor:

Type Frequency CPl____
Load K 1.6
Store 2086 1.4
Arithmetic operations 5% 1.0
Branches & jumps 15% L5 |

Yoaur analysis also indicates that 50% of the stores are used to push vahies into the stack, 33.33% of the
loads are used to pop valwes from the stack. Assume that all pashes and pops operate on 3Zb integer
numbers,

1} [7 points] You decide to improve performance by adding push and pop instructions io the MIPS [SA:
push rs # MEM[ 3044 ] +~—rs; r3l«—r30+d
pop = # re—MEM[-30]; rij«—ril-4
Eegister r30 stores a pointer to the top of the stack by default. What additional resources will you need
in the S-stage pipeline to support the execation the two new mstructions? Explain.

Pop writes both rs and r30. Hence, we need a 2™ write port to the register file.

No sdder is needed for (r30H-4} or (F30=4), Push and pop can perfiorm this operation on the integer ALL in
the EX stage of the pipeline.

I} [6 poinds] A colleapue notices that pash and pop are similar to Joads and stores with auioincrement
amnd autodecrement addressing respectively. Hence, she suggests introdhecing
autoincrementautodecrement addressing (in which the register used to provide the address is
imcremented/decremented as a side effect of the load or store instruction) to the MIPS ISA instead of
push and pop. Explain to her why prash and pep are cheaper to implement,

Cieneral autoincrement/murtodecrement loads/stores have two disadvantages
#  They require additional bits in the opcode to encode the increment/decrement walue (register
specifier or immediate)
e Fhey require 2 integer ALUs; one for the effective address caleulation {register + offset) and one
fior the autoincrement/autodecrement.



3} [6points] The JIPS design group comes to the conclusion that the introduction push and pep will
increase the clock cycle time of the processor by 5% due to the additional resourced needed to
implement them. Calculate the overall performance improvernent if the new instructions are added o

the design.

ExecutionTimeOld _ 1Cold * CPlold * CCTold

- Frecution TimeNew a IChew® CPInew* CCThew
CPlold = Sumdindividual CPIg) = 0.3%.6-+0.2* 1 4-+035% 1 +0L13*1.5 = 1.335
CCTmew = 10500 Told

Each push/pop instruction will replace one store/load fnstruction in the original program and the arithmetic
operation used o merement/decrement the stack pointer. Hence, the infroduction of push/pop eliminates a
number of arithmetic operations rom the original program. Therefire:

IChew = { 1-#push-#pop}*ICold = {1-0.5%0,2%0.33* 3)*ICold = 0.8*ICold

The CPI of a push/pop instruction is equal to that of a store/load instruction in the original program,
However, our CPInew calcolation must take into account that we eliminated some of the arithmetic
instructions in the original pro

CPInew = (0,3%1.6+0.2%1.4+0. ]5"]'H‘.| 15%1.5W0.8 = 1.41875

Hence, the overall speedup is 1.33540.8%1.41875*1.05) = 1.12 or 12%

4) |7 points] A third colleague notices that for the same clock cycle time mcrease (5%) you can double
the associativity of the data cache used with the processor. The improved cache hit rate will reduce CPI
fon all bonds and stores i the worklosd, JI'S Tecluolegies has cnough cagineers 1o either implemen:
the new instructions or improve the cache, but cannot do both. Calculate the minimum percentage
improvement of the CPI for the loads and stores that i necessary in order to decide to go with the
improved cache. Assume that the percentage of CP1 improvement for loads and stores is exactly the
BT,

The improved cache must lead to overall performance improvement of at least 12% or a speedup of 1.12.
Wo can use the speedup equation of part 3). In this case:

[Cnew = TCold

CCTnew = 1.05*1Cold

CPlold = 1.335

Speedup = 112> 1.335 > 1.12 *CPlnew*1.05 < CPlnew < L1335

Assume that the new cache design changes the CP1 of loads and stores by a factor of x. Le. the CPI for
loads is 1.6%x and the CP[ for stores is 1.4%x
CPlnew < 1.135 ¢ 0.48% + 0.28%x + 0,35 + 0225 < 1,135 &> 0.76%x< 0,56 ¢ x <0.73,

Henge, the new cache decrease the CPI of load and stores by 0.73 or 27%. The new CPI for loads must be
1.17 and the new CP1 for stores must be 102,



[7 poinis] JIPS Technologies decides to implement the push and pop after all, You propose to use 16-bit
encoding for the two instructions. This will lead to better code density which is important for embedded
applications. All other instruction retain their 32-bit encoding, A senior colleague quickly points out that
mirxing 32-bit and 16-bit instroctions requires an instruction set change that may limit the code dengity
benefils from vour proposal. What is the change and how does it hort code dengity?

With 32-bit fixed-length nstructions, all instroctions addresses are aligned to 4-byte boundsries. In other
words, the 2 least significant bits of the PC are always 0. Hence, the displacement of branch and jump
instructions does not have to specify these last 2 bik,

IT we interleave 16-hit and 32-bit instructions, an instruction address may be aligned o 4-byte or 2-byte
boundaries. Only the very least bit of the PC is guarantsed to be 0. Compared to the original 1SA, we need
an extra bit of displacement with branches and jumps, Howewver, we cannot go to 33-bit encoding for
branches and jurnps, hence with have to live with one less bit of displacement for these instructions.

If there is a branch in & program that uses all the bits of displacement with the original 1SA (32-bit
encoding only], this branch will require two instructions in the new ISA (16-bit & 32-bit instructions
interteaved). If such branches are common, some of the code density benefits from encoding push and pop
with 16-bits may be cancelled out.



Problem 3: Pipelining [34 Points]
A company has recently announced a processor running at 1.5GHz with the following pipeline:

IF1 First part of instroction fietch {TLB access)

IF2 Instraction fetch completes (instraction cache accessed)

RF  Instruction decoded and register file read

EX Perform operation; compute memaory address (base + displacement); compute branch
target address; compute branch condition

MEM]1 First part of memory access (TLB access)

MEM2 Memory access completes (data cache accessed)

WE  Write back resulis into register file

As in the simple MIPS 5-stage pipeling, the resulis are written back into the register file in the first half
of the cycle, and registers are read in the second half of the cyele.

Ja. (8 points)

(i) How mamy register read ports does this pipeline require o
implement 3 MIFS-style instruction set? how many write ports?
2 read ports, 1 write port

(ii) How many adders does the machine require (fo prevent stroctural
hazards), and in which stapges are they used?
2 adders; one in IF1l (for the PC), one in EX {(for the ALIT).

(i) What is the branch delay? What is the load delay?
Branch delay is 3 c¢ycles. Load delay is 2 cycles (MEM2-=EX).

(iv) To implement cormplete forwarding, how many destination regrster
numbers must the machine record? how many comparators does it pequire?

3 destinations registers must be saved, and & comparators Lo compars
2 ssurce register numbers with the 3 destinaticns
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statigtics from part (i) I you were oo

“h'g dlel; s e Tiiled-wath MOPs;

Exec. Time (77 = 100 cyoles / 1.5 OHE = 66.7 ns






