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Comprehensive Exam: Algorithms and Concrete Mathematics
Autumn 2002

This is a one hour closed-book exam and the point total for all questions is 100.

1. (10 points) Let f(n) = 2V1°6™ and g(n) = n¢, for some constant ¢. Which one of the
following claims is true:

(a) f(n)=0(g(n))
(b) f(n) = o(g(n))
(©) f(n) =9(g(n))
(d) f(n) =w(g(n))

Prove your answer.

2. (15 points) Prove a tight asymptotic bound on the behavior of T'(n).
T(n) = T([0.4n]) + T([0.5n]) + n, where for k < 10 we are given that T'(k) = ©(1).
Do not disregard the “ceiling” operations, i.e. provide a derivation that takes them into
account or explicitly shows that they do not change the result.

3. (20 points) Prove that the following algorithm generates a random permutation of the
numbers 1,2,...,n:

Set A[i] <- i;

For i := 1,2,...,n :
j <- Random uniformly distributed integer in range [i,n];
Swap(A[il,A[j1);

endfor

In particular, prove for all %, j that Pr(A[i] = j) = 1/n.

4. (20 points)  You are given a graph G(V, E) with n nodes and two length functions:
L:E—-{,2,...,n}and : E— {1,2,...,n}.
Given two integers a and b, and given two nodes s and ¢, give an algorithm to check if
there is a path from s to t whose length according to the function /; is at most a, and
whose length according to the second function I3 is at most b. Prove the running time
of your algorithm and show that it is polynomial in n. [Hint: make use of the fact that
lengths are integers in a polynomial range.]



5. (15 points) A dominating set in a graph G(V, E) is a set of vertices § C V such that

every vertex in V — S is adjacent to at least one vertex in S.

Consider the following greedy algorithm for dominating set: Find the vertex with largest
degree. Include it in the dominating set, and delete it and all its neighboring vertices
from the graph. Again find the vertex with largest degree in the remaining graph, include
it in the dominating set, delete it and its neighbors from the graph, and so on. Repeat
till the graph is empty.

Show that there exist graphs with n vertices that have O(y/n)-size optimum dominating
set and where the above algorithm produces a (much worse) O(n)-size dominating set.
Partial credit for any other graph families that show that the above algorithm is not good.

. {20 points)  Suppose you are allowed only equality comparisons among objects. In other
words, there is no ordering defined over the objects; you can only check if two objects
are equal or not. You are given n objects in an array. Show an O{n)-time deterministic
algorithm to find out if there is an object appearing strictly more than n/2 times in the
array. For simplicity, you may assume n is a power of 2. 10 points for a randomized
algorithm.



Stanford University
Computer Science Department

Fall 2002 Comprehensive Exam in Artificial Intelligence

1. Closed Book: no notes, textbooks, laptops, Internet access, etc.
2. Write only in the Blue Books: No credit for answers written on these exam

pages.
3. Write Magic number on the cover of EACH blue book.

4. The exam is timed for one hour.

The following is a statement of the Stanford University Honor Code:

A. The Honor Code is an undertaking of the students, individually and collectively:

1. that they will not give or receive aid in examinations; that they will not give or
receive unpermitted aid in class work, in the preparation of reports, or in any
other work that is to be used by the instructor as the basis of grading;

2. that they will do their share and take an active part in seeing 1o it that others as
well as themselves uphold the spirit and letter of the Honor Code.

B. The faculty on its part manifests its confidence in the honor of its students by
refraining from proctoring examinations and jfrom taking unusual and
unreasonable precautions to prevent the forms of dishonesty mentioned above.
The faculty will also avoid, as far as practicable, academic procedures that create
temptations to violate the Honor Code.

C. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work together to establish optimal conditions for
honorable academic work.



2002 Comprehensive Examination

Artificial Intelligence

1. Search. (20 points) Consider the game tree shown below. Upward-facing triangles
are maximizing nodes, and downward-facing triangles are minimizing nodes.

3 12 8 6 1 4 2 14 5
(a) Use Minimax search to solve this problem. Write the backed up values next to the
nodes. What is the best first move for the maximizing player (left middle, or right)?
What is the best response for the minimizing player (left middle, or right)?
(b) Now solve the problem using 0-f pruning search. Mark the nodes that are not

evaluated by the algorithm.

2. Logic. (20 points) Let I" and A be sets of sentences in first-order logic, and let ¢ and y
be individual sentences in first-order logic. State whether each of the following
statements is true or false. (No explanation is necessary.)

(@ IfI' l:(p and A i=(p, then 'UA |=(p.

() If T and A k@, then TRA Eo.

(© IETEgand A E(g=>y), then TUA .

@I TEgand A k(g=y), then TnA k.

(e) T £ and A E—@, then TUA k= (9=>—¢).



3. Automated Reasoning. (20 points) Use the resolution refutation method to prove
Vx.p(x,x) from the following premises.

Vx.3y.(p(x.y) A p(y.x))
Vx.Vy.Nz.( p(x,y) A p(3,2) = p(x,2))

Note that this is a question about resolution. You will get zero points for proving it in

any other way.

4. Probability. (20 points) Adapted from Nilsson's Artificial Intelligence: A New
Synthesis. Suppose that colored balls are distributed in three indistinguishable boxes, B1,
B2, and B3, as shown in the following table.

Bl B2 B3

Red 2 4 3
White 3 2

4
Blue 6 3 3 O

A box is selected at random from which a ball is selected at random. The ball is red.
What is the probability of the box selected being B1? Unreduced fractions are okay.

~

5. Belief Networks. (20 points) Consider the belief network shown below.

What is the joint probability of -a, -b, ¢, d, e? You may assume that p(a)=0.1, p(b)=0.2,
p(cla,b)=0.9, p(cla,-b)=0.9, p(cl-a,b)=0.3, p(ct-a,-b)=0.1, p(dic)=0.9, p(d,-¢)=0.1,
p(e,c)=0.7, p(e,~c)=0.1.

O
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2002 Comprehensive Examination
Artificial Intelligence

1. Search.

(a) Left is the best move for the maximizer. Left is the best response for the minimizer.
(b) Unexpanded nodes are those with values 4,14, and 5.

2. Logic.
(a) True
(b) False
(c) True
(d) False
(e) True

3. Automated Reasoning.

1. {p(x,f(x))}

2. {p(f(x).x)}

3. {-p(x,y), -P(¥,2), P(x,2)}
4. {-p(c,0)}

5. {-p(c,y),-p(¥:0)}

6. {p(f(c).c)}

7.0



4. Probability. '

p(b1ir)=p(r[b1)*p(b1)/p(r)
=2/11*1/3 / (2/11+4/9+3/10)*1/3
=0.1963

5. Belief Networks.

P(-3, -b, ¢, d, e)=p(-a)*p(-b)*p(c|-2,-b)* p(dic)*p(esc)
=0.9%0.8*0.1%0.9*0.7
=0.04536

O



2002 Comprehensive Examination
Artificial Intelligence

1. Search.

(a) Left is the best move for the maximizer. Left is the best response for the minimizer.
(b) Unexpanded nodes are those with values 4, 14, and 5.

2. Logic.
(a) Troe
(b) False
(c) True
(d) False
(e} Troe

3. Automated Reasoning.

1. {p(xf(x))}

2. {p(f(x)x)}

3. {-p(x.¥). -p(y.z), plx.2)}
4. {~plc.c)}

3. {-ple.¥).-ply.c)}

6. {p(fic).ec)}

7. {}



4. Probability.

p(bl=p(ribl)*p(b1)p(r)
=2/11%1/3 / (H/11+4/9+3/100*1/3

=0.1963

5. Belief Networks.

pl-a, -b, ¢, d, e}=p(-a)*p(-b)*p(c|-a,-b)* p{djc)*ple.c)
e= [.0%0 %0, 1%0.9*%0.7
=(.04536



Comprehensive Exam: Autumn 2002-03

Automata and Formal Languages (60 points)

Problem 1. [10 points]

Recall that a string x is called a substring of another string w if x appears consecutively
within w (i.e. w =yxz for some strings y,z).

1. [3 points] Give a regular expression for the language L= {we X" | the string papi
is a substring of w}, where X is the English alphabet.

2. [7 points] Give a deterministic finite automaton for L. (Partial credit for a
nondeterministic finite automaton if you cannot get a DFA.)

Problem 2. [10 points]

Decide whether the following statements are TRUE or FALSE. You will receive 2 points
for each correct answer and -2 points for each incorrect answer.

1. Nondeterministic and deterministic finite automata recognize the same set of
languages.

2. Nondeterministic and deterministic pushdown automata recognize the same set of
languages.

3. Nondeterministic and deterministic Turing machines recognize the same set of
languages.

4. The intersection of two recursive languages is recursive.

5. The intersection of two context-free languages is context-free.



Problem 3. [15 points] Classify each of the following languages as being in one of the
following classes of languages: regular, context-free, recursive, recursively enumerable.
You must give the smallest class that contains every possible language fitting the
following definitions. For example, the appropriate class for the language of a PDA is
context-free. You will receive 3 points for each correct answer and —2 points for each
incorrect answer.

1.

Call a string w over the alphabet X ={s,r} well-formed if every prefix of w
contains at least as many occurrences of letter s as of letter r. What is the
appropriate class for the language of well-formed strings ?

The language of well-formed strings w over X ={s,r} such that in each prefix of
w the number of occurrences of s does not exceed the number of occurrences of
r by more than 10.

The language of strings over {s,r,s’,r’} that are well-formed with respect to both
pairs (s,r) and (s’,r’), i.e. each prefix contains at least as many occurrences of s as
of r, and at least as many occurrences of s’ as of r’.

The set of encodings of Turing machines M whose time complexity is not
bounded by n?;i.e., L ={ M| there exists an input string w such that M performs
more than |w|[* steps on input w}

The language L={weX |Ixe L,y eL,such that x=wy}, where L is regular
and L, is recursively enumerable.

Problem 4. [12 points]

Classify each of the following problems as being in one of the following classes: P
(polynomial-time solvable), decidable but not known to be in P (this class includes eg.
NP-complete and PSPACE-complete problems), undecidable. You will receive 3 points
for each correct answer and -2 points for each incorrect answer.

1.

Input: Deterministic finite automata A, B. Question: L(A) < L(B)?

Input:  Pushdown automaton A, deterministic finite automaton B.
Question: L(A)c L(B)?

Input:  Deterministic  finite automaton A, pushdown automaton B.
Question: L(A)c L(B)?

Input: Nondeterministic finite automata A, B. Question: L(A) c L(B)?



Problem 5. [13 points]

Prove that the FEEDBACK NODE SET problem is NP-complete, using the fact that the
NODE COVER problem is NP-complete.

The definitions of these problems are recalled below.

FEEDBACK NODE SET

Input: A directed graph H and a positive integer k.

Question: Is there a set F of at most k nodes such that removing from the graph the nodes
of F and their incident edges leaves an acyclic graph ? (Such a set F is called a feedback
node set of H).

NODE COVER

Input: An undirected graph G and a positive integer k.

Question: Is there a set C of at most k nodes such that every edge of G is incident to at
least one node of C ? (Such a set C is called a node cover of G.)



Comprehensive Exam: Autumn 2002-03

Automata and Formal Languages (60 points)
Sample Solutions

Problem 1. [10 points]

Recall that a string x is called a substring of another string w if x appears consecutively
within w (i.e. w =yxz for some strings y,z).

1. [3 points] Give a regular expression for the language L= {w e X" | the string papi
is a substring of w}, where X is the English alphabet.

2. [7 points] Give a deterministic finite automaton for L. (Partial credit for a
nondeterministic finite automaton if you cannot get a DFA.)

Solution:

1. T papiz’

START

z.ép

2 —{p}

Problem 2. [10 points]

Decide whether the following statements are TRUE or FALSE. You will receive 2 points
for each correct answer and -2 points for each incorrect answer.

1. Nondeterministic and deterministic finite automata recognize the same set of
languages.

2. Nondeterministic and deterministic pushdown automata recognize the same set of
languages.



3. Nondeterministic and deterministic Turing machines recognize the same set of
languages.

4. The intersection of two recursive languages is recursive.

5. The intersection of two context-free languages is context-free.
Solution:

1. True

2. False

3. True

4. True

5. False

Problem 3. [15 points] Classify each of the following languages as being in one of the
following classes of languages: regular, context-free, recursive, recursively enumerable.
You must give the smallest class that contains every possible language fitting the
following definitions. For example, the appropriate class for the language of a PDA is
context-free. You will receive 3 points for each correct answer and —2 points for each
incorrect answer.

1. Call a string w over the alphabet X ={s,r} well-formed if every prefix of w
contains at least as many occurrences of letter s as of letter r. What is the
appropriate class for the language of well-formed strings ?

2. The language of well-formed strings w over £ ={s,r} such that in each prefix of
w the number of occurrences of s does not exceed the number of occurrences of
r by more than 10.

3. The language of strings over {s,r,s’,r’} that are well-formed with respect to both
pairs (s,r) and (s’,r’), i.e. each prefix contains at least as many occurrences of s as
of r, and at least as many occurrences of s” as of r’.

4. The set of encodings of Turing machines M whose time complexity is not
bounded by n?;i.e., L ={ M| there exists an input string w such that M performs
more than |w|[* steps on input w}



5. The language L={weX |3xeL,,3yeL,such that x=wy}, where L, is regular

and L, is recursively enumerable.

Solution:

=

context-free

regular

recursive

recursively enumerable

regular

Problem 4. [12 points]

Classify each of the following problems as being in one of the following three classes: P
(polynomial-time solvable), decidable but not known to be in P (this class includes eg.
NP-complete and PSPACE-complete problems) , undecidable. You will receive 3 points
for each correct answer and -2 points for each incorrect answer.

1.

4.

Input: Deterministic finite automata A, B. Question: L(A) < L(B)?

Input:  Pushdown automaton A, deterministic finite automaton B.
Question: L(A)c L(B)?

Input:  Deterministic  finite automaton A, pushdown automaton B.
Question: L(A)c L(B)?

Input: Nondeterministic finite automata A, B. Question: L(A) c L(B)?

Solution:

1.

2.

w

e

P
p
undecidable

decidable but not known to be in P



Problem 5. [13 points]

Prove that the FEEDBACK NODE SET problem is NP-complete, using the fact that the
NODE COVER problem is NP-complete.

The definitions of these problems are recalled below.

FEEDBACK NODE SET

Input: A directed graph H and a positive integer k.

Question: Is there a set F of at most k nodes such that removing from the graph the nodes
of F and their incident edges leaves an acyclic graph ? (Such a set F is called a feedback
node set of H).

NODE COVER

Input: An undirected graph G and a positive integer k.

Question: Is there a set C of at most k nodes such that every edge of G is incident to at
least one node of C ? (Such a set C is called a node cover of G.)

Solution:

First show that the FEEDBACK NODE SET problem is in NP. To see this, note that we
can guess a set F of at most k nodes, remove them from the graph along with their
incident edges, and then check in polynomial time that the resulting graph is acyclic.

To show that the FEEDBACK NODE SET problem is NP-hard, we give a polynomial
time reduction from the NODE COVER problem. Given an instance (G,k) of the NODE
COVER problem, we construct an instance (H,k) of the FEEDBACK NODE SET
problem as follows. The directed graph H has exactly the same nodes as G. For each
undirected edge [u,v] of G, the directed graph H has two directed edges u—vVv and
v —Uu. We claim that G has a node cover of size k if and only if H has a feedback node
set of size k.

(if) Suppose that H has a feedback node set F of size k. Note that for each edge [u,v] of
G, the corresponding two directed edges u—Vv and v—u that were introduced in H
form a cycle. Therefore, for each edge [u,v] of G, the feedback node set F of H must
contain at least one of the nodes u,v. Thus, the set F is a node cover of G,

(only if) Suppose that G has a node cover C of size k. Then every directed edge of H is
incident to at least one node of C. Therefore, removing the set C of nodes and their
incident edges from H, will leave a graph with no edges, which is of course acyclic. Thus,
C is a feedback node set of H.
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COMPILERS COMPREHENSIVE EXAM
Autumn 2002

This is a 30 minute, closed book exam. Please mark your answers in the blue book.

1) Give a context free grammar that will describe the set of strings
that are palindromes over the alphabet {0, 1, ..., 9} (2 pts)

2) Given the following code:
- #include <stdio.h>

int main () {
int foo [10];
foo++;
printf ("Hello world!);
return 7

}

Clearly this code has some errors in it. Assuming each error in the
code would be reported by the compiler (and that one error would not
affect the next), what lines would cause the compiler to error and
which stage of compilation would detect the error (lexing, syntax or
semantic analysis)? Justify your responses. (4 pts)

SIS AI AT bl A o

3) Is the following grammar LL(1)? If not, can the language that it describes
be expressed with an LL(1) grammar? Justify your response. (7 pts)

S-->Tu |wx
T-->Sq|wS

4) In one or two sentences only, briefly describe why the class of
LR(1) grammars can describe more languages than the class of L1(1)
grammars. (8 pts)

5) Sometimes the basic compiler optimizations can actually slow down
the code being compiled. Write a snippet of code that demonstrates how
the application of simple compiler opimizations may cause the
generated code to be slower than the "unoptimized" version. Justify
your response. (9 pts)



Computer Science Comprehensive Examination

This examination is open book. Please do all of your work on these sheets.

book.

Computer Architecture

[60 points]

Do not do your work in a blue

By placing your number below you indicate that you agree in the spirit of the Stanford Honor Code to
neither give nor receive unpermitted aid on this exam.

Number:

Autumn 2002

Problem | Max Score | Your Score
1 48
2 25
3 27
TOTAL | 100
Page 1

Architecture Comp V0.3



Problem 1: Short Answer [ 4 points each, 48 points total]

A. Cache A is an 8K-byte direct-mapped cache. Cache B is a 16K-byte four-way set associative cache.
Cache C is a 32K-byte four-way set associative cache. All caches have sixteen-byte lines, start in the
same initial state of all lines invalid, use an LRU replacement policy, and see the same sequence of
memory references. After this sequence of references, which of the following statements are true.
Circle all that apply.

(a) Cache B will always contain every line in cache A
(b) Cache C will always contain every line in cache B
(c) Cache C will always contain every line in cache A

B. Compared to an 8K-byte direct-mapped cache, what type of misses will a 16K-byte direct-mapped
cache have fewer of? ? Circle all that apply.

(a) compulsory
(b) conflict
(c) capacity

C. Adding a cache memory to a system changes which of the following memory parameters? Circle all
that apply and denote the direction of change with an up arrow or a down arrow.

(a) Memory latency

(b) Memory bandwidth
(c) Memory address space
(d) Memory reliability

D. Ina32K-byte four-way set-associative cache with 32-byte blocks, how large is the index field used to
address the cache array? (write down the number of bits)

E. If the cache of question D is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for correct operation? (write down the number of bits)

F. Which instruction set will give the best code density?

(@) An accumulator instruction set

(b) A RISC instruction set with fixed 32-bit instruction formats
(c) A CISC instruction set with variable-length instruction formats
(c) A stack instruction set

Autumn 2002 Page 2 Architecture Comp V0.3



G. Which mean should be used to combine execution times of programs? Circle all that apply.

(a) Arithmetic mean
(b) Geometric mean
(c) Harmonic mean

H. In the steady state, what will be the prediction accuracy of a two-bit branch predictor on the sequence
TTTTNTTTTN (T=taken, N=not taken)?

I.  Which will have better throughput, a machine that uses scoreboarding (with no bypassing) to avoid
read-after-write hazards, or a machine that uses bypassing to avoid these hazards?

(@) Scoreboarding with no bypassing
(b) Bypassing

J. A processor has a six-stage pipeline with stages Fetch, Decode, Register Read, Execute, Memory,
Register Write and is able to execute one instruction per cycle in the absence of branches. All
branches are predicted as not taken. When a branch is taken, the condition and address are both
generated during the Execute pipeline stage. If conditional branches account for 10% of all
instructions and 30% of conditional branches are taken, what will be the execution rate of this
processor? Express your answer in clocks per instruction (CPI).

K. A machine with register renaming is able to reorder instructions without regard to what type of
dependencies? Circle all that apply.

(a) Data dependencies
(b) Output dependencies
(c) Anti-dependencies
(d) Control dependencies

L. Aninstruction for protected subsystem entry (sometimes called system call) must change which subset
of the following five things atomically? (circle all that apply)

(a) The contents of a data register

(b) The program counter (sometimes called instruction pointer)
(c) The contents of the page table

(d) The contents of the cache

(e) The privilege level

Autumn 2002 Page 3 Architecture Comp V0.3



Problem 2: Pipeline Architecture [25 points total]
Suppose you have a CPU with a 6 stage pipeline containing the following stages:

F: instruction fetch

D: instruction decode

R: register read (and branch address calculation)

A: execute ALU operations (including determination of branch condition)
M: memory load and store

W: write back to register file

The register file cannot read a value that is being written in the same cycle. The machine has bypass paths
from the output of the A, M, and W stages to both inputs of the ALU.

A. [5 points] What is the latency of an unconditional branch on this machine? Assume no prediction or
speculation is employed. (Note: Latency is defined as the number of cycles from when this instruction
is executed until the next instruction is executed. E.g., the latency of a simple instruction with no
dependencies is one.)

B. [5 points] What is the latency of a conditional branch? Again assume no speculation about branch
direction or distance.

C. [5 points] The instruction register at each pipeline stage is denoted by IRgge; for example IR4 is the
instruction register at the ALU stage. The source and destination fields of the IR are denoted IR.A
(source 1), IR.B (source 2), and IR.C (the destination). For example, the destination field of the IR at
the M stage is IRy.C. Each IR also has a valid field IR.V that indicates when it contains a valid
instruction. Using this notation, write a logical expression that indicates when the bypass path from
the output of the M stage to the first (A) input of the A stage should be activated.

Autumn 2002 Page 4 Architecture Comp V0.3



D. [10 points] Consider the following instruction sequence:

Brz r5, EXIT

Add rl1 <- r5 + r6
Load r2 <- [ri1 + 4]
Add rd <- r2 + r3

Assuming that the branch is not taken and that no instructions are fetched speculatively, how many
cycles does this take to execute from the time the IP points to the branch instruction until the result of
the add is written to the register file? Explain your answer. You may want to draw a timeline.

Autumn 2002 Page 5 Architecture Comp V0.3



Problem 3. Instruction Issue [27 points total]

Consider the following instruction sequence:

LD
ADD
LD
ADD
LD
ADD
MUL
ADD

O~NO O~ WNPE

X,R1
R1,#5,R2
Y,R3
R2,R3,R4
Z,R5
R1,R5,R6
R6,R4,R7
R7,#3,R8

; R2 <- R1 + 5

; R4 <- R2 + R3

R6 <- R1 + R5
R7 <- R6 * R4
R8 <- R7 + 3

You may assume that all arithmetic operations have two-cycle latency and all loads have four-cycle
latency. That is, the result of an arithmetic (memory) operation is available two (four) cycles after that
operation enters the first execution stage of the machine. Also assume that there is full bypassing, that all
loads hit in the cache, and that an arbitrary number of loads (and arithmetic operations) can be in flight at a
single time. Hint: you need only consider the execution and memory stages of the pipeline to answer this

question.

A. [7 points] How many cycles does this sequence take to execute on a single-issue in-order machine?
Measure time from the cycle that the first instruction issues (enters the execution stage) to the cycle in
which last instruction completes. For example, the load of instruction 1 issues in cycle 1 and
completes in cycle 4. This enables the ADD of instruction 2 to issue in cycle 5 and complete in cycle

6. Show your work.

B. [7 points] If issue order and resources are not limited, what is the shortest time this sequence of

instructions could take? Show your work.

Autumn 2002

Page 6 Architecture Comp V0.3



C. [7 points] How many cycles does this sequence take to execute on an in-order machine with multiple
issue (assume an issue width as wide as you need)? Show your work

D. [6 points] Can you statically reorder the code to give the wide in-order machine of part C the
performance bound of part B? If so, show the new ordering.

Autumn 2002 Page 7 Architecture Comp V0.3



Stanford University
Computer Science Department

Fall 2002 Comprehensive Exam in Databases

1. OPEN Book & Notes: no laptops, Internet access, etc.

2. Write only on the answer sheet provided.

3. The exam is timed for one hour.

4. Write your Magic Number on this sheet & on the Exam paper.

The following is a statement of the Stanford University Honor Code:

A. The Honor Code is an underiaking of the students, individually and collectively:

I. that they will not give or receive aid in examinations; that they will not give or
receive unpermitted aid in class work, in the preparation of reports, or in any
other work that is to be used by the instructor as the basis of grading;

2. that they will do their share and take an active part in seeing to it that others as
well as themselves uphold the spirit and letter of the Honor Code.

B. The faculty on iis pari manifesis its confidence in the honor of ity students by
refraining from proctoring examinations and from taking wnusual and
unreasonable precautions to preveni the forms of dishonesty mentioned above,
The faculty will also avoid, as far as practicable, academic procedures that create
tempiations to violate the Honor Code.

. While the faculty alone has the right and obligation to set academic requiremenis, the
students and faculty will work together to establish optimal conditions for
honorable academic work.

By writing my Magic Number below, I certify that [ acknowledge and accept the Honor Code.

Magic Number. ana . .



Stanford University Computer Science Department
2002 Comprehensive Exam in Databases

» The exam is open book and notes.

o There are 7 problems on the exam, with a varying number of points for each problem and
subproblem for a total of 60 points (i.e., one point per minute). It is suggested that vou look
through the entire exam before getting started, in order to plan your strategy.

» Please write your solutions in the spaces provided on the exam. Make sure your solutions
are neat and clearly marked.

o Simplicity and clarity of solutions will count. You may get as few as 0 points for a problem
if your solution is far more complicated than necessary, or if we cannot understand your
solution,

MAGIC NUMBER:

Froblem 1] 2|
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1. (6 points) Consider an Entity-Relationship diagram with a 3-way relationship i connecting
entity sets A, B, and C. In the E/R diagram, there arc arrows entering B and C from R, but
no arrow entering A. Suppose the number of entities currently in entity sets A, B, and £ are
a, b, and ¢, respectively. Also suppose that there are currently  triples in the relationship set
for K.

(a) It must be that r < ab. Explain why.

{(b) What other nontrivial constraints on values a, &, ¢, and v must hold?

2. (12 points) Suppose we have a relation R(A, B, C, D E, F, G, H, I, J) with the following
nine functional dependencies:

FI = C
AC — T
2 = H
I = F
o = FE
DE — B
EF — H
BE =+ A
IJ = D

(a) Compute the closure (O FGJ)*, that is, the set of attributes that must be equal in any
two tuples that agree on all of O, F', &, and J.

(Problem continues on next page)



(k) Three of the ten attributes must be in any key, Which three are they, and why? (There
is a brief, simple, explanation that does not require you to find all the keys.)

(c) Find the smallest key, and explain why there is no other key of the same size or smaller.

3. (6 points) Suppose relation R A, B, C, D, E) satisfies the multivalued dependencies A—— B
and B—— D). Also suppose that E contains the tuples (0,1, 2,3, 4) and (0, 5, 6, 7, 8). List the
tuples in the smallest possible relation that /& could be.



4. (10 points) In the following, all outerjoins should be assumed “natural.”

{a) If we use the set model of relations, then it is possible to express the full outerjoin of
two relations as the union of the left-outerjoin and right-outerjoin of these two rela-
tions. Explain why this formula produces the full outerjoin.

{b) Show that the the formula from (a) does not work if we use the bag (multiset) mode] of
relations.

(c) For the bag model, is there any way to express the full outerjoin in terms of the left- and
nght-outerjoin and other operations of relational algebra? Either give such a formula
or show that none exists.



5. (6 points) Consider relations R(A, B, C) and 5{A, B, C'} with no assumptions about keys.
For the following two statements using relational algebra, state the constraint or property that
15 specified by the given statement. Please be specific about the actual attributes involved. In
both cases the correct answer cormesponds to a specific database concept and can be stated in
a few words. Much longer answers will be considered incorrect.

MNote: Symbol = is the semijoin operator. £y = E; = T echema E:](El pa Eg).

(a) walR)B<ma(S) = malR)

(b) ompn:(pmiaeLen(R) 9 praa s e () =0

6. (8 points) Consider the following relations in a SQL database:

PhDhstud (nama, vear.email) /7 name is a key
Alignedistudent ,adwviser; /f/ student iz a foreign key
referencing PhDstud.name

Suppose the owner (creator) of these relations is a user named “Kathi,” and Kathi wants to
grant to a user named “Rajeev™ the ability to read all information about all first-year PhD
students who are not aligned with an adviser (and only those studentz). Specify a command
or sequence of commands that achieves this goal.




7. (12 points) Consider a relation Visit (inspector, restaurant, date) recording
visils inspectors make 1o certain restaurants on certain dates. Assume no more than one
inspector visits any given restaurant on a given date. Values for the date atinbute can be
compared using =, <, <=, ¢tc., and aggregate functions min, max, and count may be
applied to the date column. Write a SQL query that returns the two most recent visit dates
to each restaurant.

The result of your gquery should be an ordered two-column relation, where each restaurant
appearing in the original visit relation has two adjacent tuples, with the more recent visit
for each restaurant listed first. If a restaurant has only one visit, your result should still
include a single tuple for that restaurant. Por example, we might see the following result,
where “Thai Cafe” has only one visit:

restaurant date |
Eyvtes 4/1702
Eytes 3731502

Coffee House | 9/15/01
Coffas House | 8/1,/00

Thai Cafe ]._f"_lﬂr’UE
Tresidder 371001
Tresiddar 3787501

Your SQL guery will be graded on simplicity as well as correctness.



Stanford University Computer Science Department
2002 Comprehensive Exam in Databases - SAMPLE SOLUTION

1. (6 points) Consider an Entity-Relationship diagram with a 3-way relationship & connecting
entity sets A, B, and O, In the E/R diagram, there are arrows entering B and ¢ from R, but
no arrow entering A. Suppose the number of entities currently in entity sets A, B, and C are
a, b, and ¢, respectively. Also suppose that there are currently r triples in the relationship set
for A.

(a) It must be that r < ab. Explain why.

Answer: The arow into C' tells us that for any A-B pair, there can be at most one
associated C' in the R relationship set. Thus, there can be at most ab triples in that set.

(b) What other nontrivial constraints on values a, b, ¢, and r must hold?

Answer: r =< ac holds as well. Nothing clse that does not follow from r < ab and
7 < ac holds.

2. (12 points) Suppose we have a relation R(A, B, C, D, E F,G, H, I, J) with the following
nine functional dependencies:

FI = C
AC —= I
ES = H
GI = E
o = FE
DE — B
EF = H
BE — A
idJ = D

(a) Compute the closure (CFGJ)T, that is, the set of attributes that must be equal in any
two tuples that agree on all of C, F, &, and J.
Answer: CEFGHJ.

(b) Three of the ten attributes must be in any key. Which three are they, and why? (There
is a brief, simple, explanation that does not require you to find all the keys.)

Answer: F, (7, and J must be in every key, since they do not appear on the right side
of any FD.



{¢) Find the smallest key, and explain why there is no other key of the same size or smaller.
Answer: FGIJ is the smallest key. It is easy to check that its closure is all the at-
tributes, so it is a superkey. Every key contains F'GJ, but F(GJ by itself is not a key —
it is its own closure. Thus, at least 4 attributes are necessary, and therefore F'GI.J isa
key, not just a superkey. We have only to check that there are no other 4-attribute keys.
These could only be FG.J and one of 4, B, C, D, E, or H. We could check each set,
and see that its closure is less than all the attriubutes, but there is a quicker argument.
Ohserve the first two FD's, and note that these are the only ways toadd f or C to a
closure. But each requires that the other be present in the closure already. Thus, only
CFGJ could be a 4-attribate key. But we muled that out in part (a).

3. (6 points) Suppose relation R A, B, C, D, E) satisfies the multivalued dependencies A—++B
and B—++D. Also suppose that R contains the tuples (0, 1,2, 3, 4) and (0, 5, 6, 7, 8). List the
tuples in the smallest possible relation that B could be.

Answer: The cight tuples described as follows. Ais0. Bislor 5. Dis3or 7. O and E are
either 2 and 4, respectively, or 6 and 8, respectively.

4. (10 points) In the following, all outerjoins should be assumed “natural.”

{(a) If we use the set model of relations, then it is possible to express the full outerjoin of

two relations as the union of the left-outerjoin and right-outerjoin of these two relations.
Explain why this formula produces the full outerjoin.
Answer: A tuple in the outerjoin is either (1) in the (inner) join, or (2) it is a padded
tuple from the left argument, or (3) it is a padded tuple from the right argument. The
left outerjoin gives us (1) and (2), while the right outerjoin gives us (1) and (3). Thus,
their union gives us exactly (1), (2), and (3).

(b} Show that the the formula from (a) does not work if we use the bag (multiset) maodel of
relations.
Answer: The tuples of the inner join (1) are counted twice when we take the bag union.
Thus, as long as the inner join is nonempty, there will be more fuples in the union of
the left- and right-outerjoins than in the full outerjoin.

{c) For the bag model, is there any way to express the full outerjoin in terms of the left- and
right-outerjoin and other operations of relational algebra? Either give such a formula
or show that none exists.

Answer: The union of the left- and right-outerjoins, minus the (inner) join has exactly
the right number of occurrences of each wple.

5. (6 points) Consider relations (A, B, C) and 5(A, B, C') with no assumptions about keys.
For the following two statements using relational algebra, state the constraint or property that






restaurant date |
ByLes 471702
Bytes 3531502
Coffes House | 3/15/01
Coffes House | BSLS00

Thai Cafe 1/710/02
Tresidder 3710/01
Tresidder 3/9/01

Your SQL query will be graded on simplicity as well as correciness.
Answer:
select restaurant, date
from Visit V1
where (select count (*) from Visit V2
where VZ.restaurant = V1.restaurant
and V2.date »>= Vl.date) == 2
order by restaurant, date desc
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Note: This exam is closed-book.

The exam consists of 5 questions. Each question is worth 20 points. Please answer all the
questions in the space provided, overflowing on to the back of the page if necessary.

You have 60 minutes to complete the exam_

The following is a statement of the Stanford University Honor Code:

A. The Homor Code is an undertaking of the students, individually and collectively:

1. that they will not give or receive aid in exarminations; that they will not give
or receive unpermitied aid in class work, in the preparation of reporis, or in
cmty other work that is to be used by the instructor as the basis of grading;

2. that they will do their share and take an active part in seeing to it theat
others as well as themselves uphold the spirit and the letter of the Honor
Code.

B. The faculty on its part manifesis its confidence in the honor of its students by
refratning from procioring examingiions and from laking umisual and
urnreasonable precautions to preveni the forms of dishonesty mentioned above. The
Jaculty will also avoid, as far as practicable, academic procedures that create
tempitations fo violate the Honor Code,

. While the faculty alone has the right and obligation to sel academic requirements,
the students and faculty will work together 1o establish optimal conditions for
honorable academic work.

By writing my “magic number” below, I certify that I acknowledge and accept the Honor
C

ode.

{Magic Mumber)



|. [Total: 20 points] Computer graphics definitions.

Define in a few sentences each of the following computer graphics terms. Some of these
terms may be used in other fields, so be sure to give the computer graphics meaning,

1A [5 points]. Image composition.

IB [5 points]. Diffuse reflection.

1C [5 points]. Key-frame animation

1D [5 points]. Hierarchical modeling,



2, [20 points] Transformations,

Computer graphics relies heavily on 3D transformations. Most common are the geometric
transformations such as rotations, translations, scales, etc. Tn the following, T(dx,dy,dz)
refiers to a translation by (dx,dy,dz), Rx{a) refers to a rotation about the x-axis by a degrees,
Ry(a) and Rz(a) refer to rotations about the v- and z-axis, respectively.

The order of transformations may matter. Also, sometimes the order may be rearranged, but
the arguments will change. Describe whether the following statements are true or false.

T(1,0,0) Bx(45) = Rx(45) T(1,0,0)?

T(1,0,0) T(0,2,0} = T(0,2,0) T(1,0,0)?

Rox(45) Ry(30) = Ry(30) Rx(45)?

Rx(45) Rx(30) = Rx(30) Rx(45)?

T(1,0,0) Rz(180) = T(-1,0,0) Rz(0)

Transformations have inverses. State whether the following formulas for the inverse
transformations are true or false.

Rz(45)" = Rz{-45)?

Rz(180)" = Rz(180)?

T(1,1,1) =T(1,1,1)?

[Rz(45) T(1,0,0)" = T(1,0,0) Rz(45)?

[Rx(45) Ry(30)]" = Ry(-30) Rx(-45)?



3. [20 points] Ray tracing.

One of the most general methods for rendering is ray tracing. At the core of a ray tracer is a
procedure to find ray-surface intersections. The inputs to the procedure are a ray and a
formula for a surface, the output is the point of intersection.

Assume is ray is given by the following parametric equations:

x=x0-+1* xl
y=yl+t*yl
z=z0+t* zl;

(%0,v0,20) is the onigin of the ray, and (x1,y1,21) is the direction of the ray. As t increases,
the points on the ray move from the origin along the direction.

Work out a procedure for computing the point of intersection of a ray with a cone. A cone
is given by the following implicit function x° +y”* -z° = 0. In general, a ray intersects a cone in
two points. Return the closest point in the direction of the ray.



4_ [20 points] Polygonal Meshes.

Polygonal meshes are widely used in computer graphics. A polygonal mesh consists of
vertices that define the positions of 3D points, and topological information that organize the
points into polygons. There are many different types of mesh data structures, depending on
the operations that need to be performed.

1. Describe a simple data structure to store a iriangular mesh so that vertices are not
duplicated. In your description, define C structs for vertices and triangles.

2. Refine the data structure described above so that neighboring triangles may be found in
constant time



3. [20 points] Rasterization.

In your new job as chief graphics software architect, you receive a request 1o write a
procedure to draw the following curve:

yuy
To simplify the problem, consider only positive y values. This procedure should draw n
pixels by stepping along the curve starting at the origin. Each pixel should be under the
curve, or on the curve, No pixels should be above the curve. For example, (0,0) 15 on the
curve, whereas (0,1) is above the curve; so we would choose (0,0) as the nearest pixel to
the curve. The next few points would be (1,1), (2,2), (3,3). (3.4), (3.5), ... The procedure
should ensure that each point is connected (that is, is adjacent) to the previous point.
The procedure should also be written as efficiently as possible. That 15, use no
multiplications except by constants in the inner loop. To draw the curve, write down an
implicit finction that defines the set of ponts on the curve, and then incrementally trace out
the curve. Work out the math, and then fill in the following template:

drawcurve (int n)
{

int x
int vy

0;
0;

for(i=0; i<n; i++) |
drawpoint (x,v) ;



1. [Total: 20 points] Computer graphics definitions.

Define in a few sentences each of the following computer graphics terms. Some of these
terms may be used in other fields, so be sure to give the computer graphics meaning.

1A [5 poinis]. Image composition.

Image composition is a method for combining two or more images into a single image.
The combination may be done with a variety of operators including blend, over, sum,
logical or, ete.

1B [5 points], Diffuse reflection.

In diffuse reflection, incident light is scattered equally in all directions. This holds for all
incoming directions.

1C [5 points]. Key-frame animation,

To animate an articulated character, the character is put into a particular pose at a sequence
of times, The pose of the character at inbetween times are created by interpolating the
parameaters that control the pose. Key-frame animation can also be done in other ways. For
example, different shapes may be assigned to different times and interpolated in a variety
of different ways.

1D} [5 points]. Hierarchical modeling.

A hierarchical model is a model that is composed of other models. In computer graphics
this is represented as a DAG. The nodes consist of a transformation and pointars o other
models. Hierarchical models are nsed to model parts made of subparis. For example, a
body is comprised of a torso, two legs and two arms.,



2. [20 points] Transformations.

Computer graphics relies heavily on 3D transformations. Most common are the gaometric
transformations such as rotations, translations, scales, etc. In the following, T{dx.dy,dz)
refers to a translation by (dx,dy,dz), Rx{a) refers 10 a rolation about the x-axis by a
degrees, Ry(a) and Rz(a) refer 1o rotations about the v- and z-axis, respectively.

The order of transformations may matter. Also, sometimes the order may be rearranged,
but the arguments will change. Describe whether the following statements are troe or false.
T(1.0,0) Rx(45) = Bx(45) T(1,0.0)? FALSE

Ty TO0 2,0 =T 2.0 TTHO.OY T TRUE

Ex(45) Ry(30) = Ry(30) Rx{45)? FALSE

Ex(45) Bx(30) = Rx(30) Rx{45)? TRLUE

T(1,0,0) Rz(180) = T{-1,0.0) Rz(()) FALSE

Transformations have inversas, State whether the following formulas for the inverse
transformations are true or false.

Rz(45)" = Rz(-45)? TRUE

Rz(180)" = Rz(180)7 TRUE

T(1,1,17" = T(1,1,1)7 FALSE

[Rz(45) T(1,0,00]" = T(1,0,0) Rz(45)7 FALSE

[Rx(45) Ry(30)]" = Ry(-30) Rx(-45)? TRUE



3. [20 points] Ray tracing.
One of the most general methods for rendering is ray tracing. At the core of a ray tracer is
a procedure to find ray-surface intersections. The inputs to the procedure are a ray and a
formula for a surface, the output is the point of intersection.
Assume is ray is given by the following parametric equations:

x=x0+1*xl

y=y0+1*yl

=l +t ¥zl

{x0,y0,20) is the origin of the ray, and (x1,y1,z1) is the direction of the ray. As t increases,
the points on the ray move from the origin along the direction.

Waork out a procedure for computing the point of intersection of a ray with a cone. A cone
is given by the following implicit function x™+y" -z = (. In general, a ray intersects a cone
in two points. Return the closest point in the direction of the ray.

First, substitute the ray equation into the implicit equation for the cone, This yields the
following formula:

(a0t x 1Y+ (yO+r*y 1) - (z0+1*21)
= (x0"+y0"-z0 2% (x0*x 1+y0*y 1-z0*z] yHer(x 1 ry 1oz )2
=a*t+b*t+c=0
This equation may be solved using the quadratic formula.
t=[-b +- sgri(b*-4*a*c) | / (2*a);
The discriminant D = sgri(b’-4*a*c) determines the nature of the solution. If D < 0, there
are no real roots and the ray does not intersect the cone, If D == ), there is a single root
and the ray 15 tangent to the cone. If I > 0, there are two intersections.

The smallest, positive real root represents the closest intersection,

To find the point of intersection, tis plugged into the equation of the ray,



5. [20 points] Rasterization.

In your new job as chief graphics software architect, you receive a request to write a
procedure to draw the following curve:

y=x

To simplify the problem, consider only positive y values. This procedure should draw n
pixels by stepping along the curve starting at the origin. Each pixel should be under the
curve, or on the curve. No pixels should be above the curve. For example, (0,0) is on the
curve, whereas ((,1) is above the curve; so we would choose (0,0) as the nearest pixel o
the curve. The next few points would be (1,1}, (2.2), (3,3}, (3.4}, (3.5}, ... The procedure
should ensure that each point is connected (that is, is adjacent) to the previous point.

The procedure should also be written as efficiently as possible. That is, use no
multiplications except by constants in the inner loop. To draw the curve, write down an
implicit function that defines the set of points on the curve, and then incrementally trace
out the corve. Work out the math, and then fill in the following template:

drawcurve (int n)

{
int x = 0;
int ¥ = 0;
int %3 = x2 = 0; J/ keep track of x*x and x*x*x
int v2 = 0; ff kesp track of ey

for(i=0; i<n; i++)} {
drawpoint (=,¥);

¥2 += 3%y + 1;
¥ +m 1; // always move up

if{ ¥v2 <« x3 ) { // if above curve, move right
HI += IFERD + A%y + 1;

X2 4= 2%x + 1;
x* +m 1:



4. [20 points] Polyvgonal Meaghes.

Paolygonal meshes are widely used in computer graphics. A polygonal mesh consists of
vertices that define the positions of 3D points, and topological information that organize
the points inty polygons. There are many different types of mesh data structures,
depending on the operations that nead to be performed.

1. Describe a simple data structure to store a triangular mesh so that vertices are not
duplicated. In your description, define C structs for vertices and triangles.

A simple data structure is
struct Vertex { float x, v, z: };

struct Triangle { struct Vertex *wvwl, *v2, *vi; };

2, Refine the data structure described above so that neighboring triangles may be found in
CONStant time.

This can be done by modifying the above data structure to include pointers to the triangles
across each edge.

sbruct Triangle
struct Vertex ], w2, tv3;
struct Triangle *tl, *t2, *t3;
¥i

It important o define what triangle is adjacent across what edge. For example, t1 is the
triangle across the edge defined by v2 and v3.
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INSTRUCTIONS

Please read these instructions and the Notation section carefully. Do not
read bevond this page until instructed to do so.

You should mark your answers only in the answer sheet that is provided
with this part of the Comprehensive Examination. Be sure to write your
magic number on the answer sheet.

This exam iz open book and is composed of 44 questions on 8 pages.
plus one answer sheet. For each guestion, write either YES or NO in the
corresponding box of the answer sheet, or leave it blank. You will receive
+1 point for each correct answer, —1 point for each incorrect answer, and 0
points for a blank (or erossed out) answer. You have 60 minutes to complete
the exam.

INOTATION

The notation is the one used by Enderton in A Mathematical Introduction to
Logic, with the difference that the equality symbol is denoted by = instead
of 22 and arguments to predicate and function symbols are enclosed in paren-
theses and separated by commas. Thus, for example, instead of Enderton’s
fzyz, flz,y,z) is used.

In particular, recall that “theory”™ means “a set of sentences closed by
logical consequence”. The “theory of a model IM" is the set of all sentences
true in T

Do not turn this page until instructed to do so.
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An Al system for error diagnosis works by keeping a knowledge base, about
the functioning of the artifact it diagnoses, as a set of sentences of first-
order logic. When a set of observable behaviors are given as inputs, again
as sentences of first-order logic, we can ask whether a certain component
is necessarily broken. The system uses a first-order reasoning algorithm to
look for a proof of this fact. Replacing a working component of the artifact
iz inadmissible. for cost reasons, but we can admit some undetected broken

components. Then:

1. The reasoning algorithm should necessarily be sound.

2. The reasoning algorithm should necessarily be complete.

Answer “yes” or “no”.
3. Is ({p = q) = g) — g a tautology of propositional logic?

4. Suppose vou are given a machine that you can feed any propositional
formula and tells you, in constant time, whether that formula is a
tautology. Could you then build a machine that decides validity of
first-order sentences?

Assume a — 3V v is valid. Then necessarily:
5. aA =3 — ~ i3 valid?

6. aV 3V < is satisfiable?

e

Which of the following are valid formulas of first-order logic?
T. ¥z p(z) vV g(z) — Vz (p(z) V q(zx))?
B. ¥z (p(z)V g(z)) = Vz p(z) VVzr g(z)?

9. ¥y ( 3z (p(y) A g(z)) « p(y) A3z q(z) )7

—r—
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Consider the frst-order language with equality and one binary predicate
ssmbol K. A model of this language can be seen as a graph.

10. Can the property of a graph & “There is a path of length at most 2
betueen any given two verfices of G.” be expressed with a first-order
sentence over this language?

11. Does the following sentence express the property G i symmetric and
transitive "7
Vi Wy ¥z [[f(z.y) A 2R(y,z) — 2R(z,y)]
A
[R(z.z) A R(z.y) — Riy. z)]]

12. Does the following sentence express the property G is acychc™?
V1 ¥y ¥z [2R{x, ) A [R(z,2) A RB(z,¥) = R(y.1)])

Consider validity-preserving skolemization.
13. Does 3r (p(z, ) — ¥y 3z (g(z,y, z) V p(z.z))) correctly skolemize
to p(z, ) — q(z. f(z), 2) v p(z. x)?
14. DoesWr 3y (y>zA=Fu v (~u=yA-u=1Au-v=1yg))

skolemize to y > a A=({=f(y)=vAfly)=1Au-v=1y)7
(1,a,b, ¢ are constants, u, v, £,y £ are variables, etc.: no tricks).

Consider the following terms £, f2, and fa3:

ti: flhir, s, t), A(w. z,y), t,w)
ts:  f(R(g(w, v), 7, 8), hiz, ¥, w), g(v, a),v)
ta:  flR(g{u, v), s w), Az, ¥, w), t,1)

where 1,8, u, v, w,T,y, z are variables and o i3 a constant symbal. Which
of the following sets are unifiable?

15. {#;, 12}
16. {t;.%}
17T. {ts, 3}
18. {t,ts, 1}
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Let i be an arbitrary sentence of first-order logic, and T an arbitrary axiom-
atizable theory over the same language as . Assume you have a resolution
theorem prover that follows a resolution strategy 5: you give the prover the
axioms of T (including the Reflexivity of Equality axiom) and try to prove
; the prover starts producing resolvents. Five weeks later it reports that no
new resolvent can be produced and no proof has been found. Which of the
following statements are correct”

27. A faster prover, or running the prover for a longer time, might find a
proof of .

28. Either 5 is incomplete or T is incomplete.

29. If 5 is complete and T is complete, then T contains the sentence =,

Is there a first-order theory (with equalitv) that:

30. has exactly one model up to isomorphism?
31. has exactly one infinite model up to isomorphism?

32. has exactly two infinite models up to isomorphism?

Daes the following hold?

33. For a set of first-order sentences. A, and a sentence , A F p if and
only if there is a finite subset B of A such that B F .

34. A theory T is satisfiable if and only if it has a finite satisfiable subset.
35. Every theory is a subset of some consistent theory.

36. Let @ be a sentence that has no finite models. Then = has a
countably infinite model.
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Dioes the following hold?

37.

J8.

39.

Let T be an incomplete theory, over a countable language. with
infinite models and no finite models. Then there are at least two
non-isamorphic models of T for every infinite cardinality.

There is a first-order sentence iy such that, for every model 0.
T E i if and only if |7 is infinite.

If C is well-founded over the set A, then every nonempty subset of
A x A has a minimal element according to the relation < defined by
(@, b) = (" b)=aCa orbC ¥

Answer “yes” or “no’ . In the context of deductive tableaux:

40.

41.

Is there a first-order theory for which resolution alone, without
skalemization, is complete for computing validity?

Is there a first-order theory for which skolemization alone. without
resolution, is complete for computing validity?

42.

Let A be a set of first-order sentences and [{3r ¢)”] € A (the minus
sign denotes polarity). Let A" =(4\ {3z v)- |\ {&l(Vz )]} Is
it true that if A is inconsistent, then A' is inconsistent?

—

Suppose you are visiting a forest in which every inhabitant is either a knight
or a knave. Knights always speak the truth and knaves always lie.

43.

You witness the following conversation among three inhabitants A, B,
and C:

A: At least one of the three of us is a knave.
B: C is a knight.

Do vou now know for sure who among A, B, and C are the kn.ig;]lits?

. Inspector Craig of Scotland Yard was called to the Forest of Knights

and Knaves to help find a criminal named Arthur York. What made
the process difficult was that it was not known whether Arthur York
was & knight or & knave.
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Cme suspect was arrested and brought to trial. Inspector Craiz was
the presiding Judge. Here is a transcript of the trial:

CRAIG: What do vou know about Arthur York?
DEFENDANT: Arthur York once claimed that [ was a knave.

CRAIG: Are you by any chance Arthur York?
DEFEMDANT: Yes.

Is the defendant Arthur York?
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INSTRUCTIONS

Please read these instructions and the Nofalion section carefully. Do not
read beyond this page until instructed to do so.

You should mark vour answers only in the answer sheet that is provided
with this part of the Comprehensive Examination. Be sure to write your
magic number on the answer sheet.

This exam 15 open book and is composed of 44 questions on 8 pages,
plus one answer sheet, For each question, write either YES or NO in the
corresponding box of the answer sheet, or leave it blank. You will receive
+1 point for each correct answer, —1 point for each incorrect answer, and 0
points for & blank (or crossed out) answer. You have 60 minutes to complete
the exam.

NOTATION

The notation is the one used by Enderton in 4 Mathematical mtroduction fo
Logic, with the difference that the equality svmbaol is denoted by = instead
of & and arguments to predicate and function symbols are enclosed in paren-
theses and separated by commas. Thus, for example, instead of Enderton's
fxyz, flx, v, z) is used.

In particular, recall that “theory™ means “a set of sentences closed by
logical consequence”. The “theory of a model " is the set of all sentences
true in 9N

Do not turn this page until instructed to do so.
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An Al system for error diagnosis works by keeping a knowledge base, about
the functioning of the artifact it diagnoses, as a set of sentences of first-
order logic. When a set of observable behaviors are given as inputs, again
as sentences of first-order logic, we can ask whether a certain component
is necessarily broken. The system uses a fArst-order reasoning algorithm to
look for a proof of this fact. Replacing a working component of the artifact
is inadmissible, for cost reasons, but we can admit some undetected broken
components. Then:

1. The reasoning algorithm should necessarily be sound.

Answer. YES. Soundness means every sentence that is proved follows
from the assumptions, which is what we need to prevent detecting
unexisting errors.

2. The reasoning algorithm should necessarily be complete.

Answer. NO. Completeness means every sentence that follows from the
assumptions is provable, but we can admit some undetected broken
components, thus completeness is not required.

Answer “ves" or “no .
3. Is {{p — g) = g) — g a tautology of propositional logic?

Answer. NO. The falsifving valuation, obtainable by the falsification
method, makes p true and g false.

4. Suppose vou are given a machine that you can feed any propositional
formula and tells you, in constant time, whether that formula is a
tautology. Could you then build a machine that decides validity of
first-order sentences?

Answer. NO. This would imply decidability of validity for first-order logic.
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Assume o« — 3V v i5 valid. Then necessarily:
5. aA=d — v is valid?

Answer. YES. Consider an arbitrary interpretation. If & A =3 holds in
that interpretation, then since a — 3% + holds by assumption, 3V 5
holds, and therefore, since 3 does not hold, v does. Thus a A8 —
holds in every interpretation.

6. oV 3V 7 is satisfiable?

Answer. NO. Consider for examplea ==y =pA —p.

Which of the following are valid formulas of frst-order logic?
7. ¥z p(x) V¥ g(z) = ¥z (p(z) V 4(2))?

Answer. YES.
8. ¥x (p(z) V q(z)) — ¥z p(z) V ¥z g(z)7

Answer. N0
9. ¥y ( 3z (p(y) A ql2)) = plv) A3z () )7

Answer. YES.
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Consider the first-order language with equality and one binary predicate
symbol £, A model of this language can be seen as a graph.
10. Can the property of a graph & “There is 2 path of length ai mosi 2

between any given two vertices of 7.7 be expressed with a Arst-order
sentence over this language?

Answer. YES. For example,
YWy (z=yV R(z,y) Vv 3I:z (A(z, z) A R(z,¥)))

11. Does the following sentence express the property 7 is symmetric and
transitive?

Vz Vy ¥z [[R(z, y) A ~R(y, x) = —R{z.y)]
M
[R(z,2) A RB(z,y) — Rly. )]

Answer. YES. The first conjunct is equivalent to R(r.y) = R{y, 1), ie.
symmetry, in view of the propositional tautology
(p— g) += (p A =g — p). The second conjunct is equivalent to
transitivity once svmmetry is assumed, because R(z. y) is then
equivalent to R{y. z).

12. Does the following sentence express the property G is acyelic™
W ¥y ¥z [=R(z, 2) A [R(z.2) A Bz, y) — R(y. 7}

Answer. NO. In fact, acyclicity cannot be expressed in first-order logie.

-

Consider validity-preserving skolemization.

13. Does 3z (p(z, x) — ¥y 3z (g(r.y, 2) V p(z,))) correctly skolemize
to p{z,z) — gz, f(z), 2) V plz. )7

Answer, YES.

14. DoesV¥z Iy (y > zAFuFv (ru=yA-u=1Au-v=y))
skolemize toy > a A= f(vl =y A fly)=1Au-v=1y)7
(1,a,b, ¢ are constants, &, v, T,y, 2 are variables, etc.: no tricks).

Answer. NO. The last u and v should be f(y) and g(y), respectively.
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Consider the following terms #;, #2, and 3

tr: flhir.s t), k{w, z, ). 4, w)
ta:  f{h(g(u,v),r 8}, h{x. », w), g(v, a).v)
t3: f{hl{gl{u,v},s,w],h{.rxy, w), t.t)

where r 5, u, v, w, £ y, = are variables and @ is a constant symbol. Which
of the following sets are unifiable?

[

15. {t.t2}
Answer. YES.
16. {t;,t:}
Answer. YES.
17. {t2.t3}
Answer. NO.
18. {t1,4, s}

Answer. MO
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Consider the following deductive tableau, where £, , and z are variables,
and a 15 a constant:

[ TA c |
|1 pla, )V p(z,a) j
12 [ p(z.y) — ply.v) |
Which of the following rows are results of an application of resolution ac-
cording to the polarity strategy?

19. TT ]

Answer. NO. This resolvent can be obtained only by violating cthe polarity
strategy.

20. [ pla.a) |

Answer. NO. Obtaining this resclvent would involve using unifier that is
not most general.

21. [T [2(za)_ |

Answer. YES. Resoive the two {positive) p-atoms in Goal 1 and the
{negative) p-atom in the consequent of Assertion 2, with most general
unifier {x «— a,y + a}. In fact, this is the only resolvent according to
the polarity strategy.

Let  be the first-order theory of complex numbers with addition, multipli-
cation.

22, Does O have a finite model?

Answer. NO. The theory contains a formula saying there are n different
elements in the domain, for every n, thus every domain must be
infinite.

23. Does ' have a countably infinite model?

Answer. YES. By the Lowenheim-Skolem-Tarski Theorem, since the
language is finite and there is an uncountably infinite model (next
question).

34. Does ¢ have an uncountably infinite model?
Answer. YES. The complex numbers are one.




‘.‘._H_lnl'urd I, €8 Drpa mrrhrmiv: Exznminsfion im Logic — November sons B

Consider the first-order theorv, N, of the standard model of natural numbers
with addition and multiplication.

25. Is N complete?
Answer. YES. The theory of any single structure is complete.
26. Is N decidable?

Answer. NO. If it were, it would be an axiomatizable extension of Peano
Arithmetic, thus violating Godel's I_u-:ﬂmpletenﬁs Theqorem.

Let iz be an arbitrary sentence of first-order logic, and T an arbitrary axiom-
atizable theory over the same language as . Assume vou have a resolution
theorem prover that follows a resolution strategy 5 vou give the prover the
axioms of T (including the Reflexivity of Equality axiom) and try to prove
w: the prover starts producing resolvents. Five weeks later it reports that no
new resolvent can be produced and no proof has been found. Which of the
following statements are correct?

27. A faster prover, or running the prover for a longer time, might find a
proof of .

Answer. NO.
28. Either 5 is incomplete or T is incomplete,

Answer. NO. If 5 is any complete strategy and T is any complete
consitent theory, a ¢ such that T E = will do.

29. If 5 is complete and T is complete, then T contains the sentence =wp.

Answer. YES. Since S is complete,  is not in the theory T (otherwise,
the prover would eventually produce a proof, but none has been found
and no new resolvent can be produced). Therefore, since T is
complete, —w must be in the theorv T.
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[s there a first-order theory (with equality} that:
30. has exactly ene model up to isomorphism?

Answer. YES. For example, the theory with only the axiom ¥V ¥y r =.
31. has exactly one infinite model up to isomorphism?

Answer, NO. It follows from the Lowenheim-Skolem-Tarski Theorem that
if & first-order theory has infinite models then it has infinite models of
any sufficiently large cardinality. Two models of different cardinality
cannot be isomorphic.

32. has exactly two infinite models up to isomorphism?

Answer. NO. The reason is exactly the same as in the answer to the
Previous question.

——

Does the following hold?

33. For a set of first-order sentences, 4, and a sentence ¢, A F o> if and
only if there iz a finite subset B of A such that B FE .

Answer. YES. This is the Compactness Theorem, or, if you remember the
Compactness Theorem in a different form, it follows from
completeness.

34. A theory T is satisfiable if and only if it has a finite satisfiable subset.

Answer. NO. Then every theory would be satishable, since the empty set
is satisfiable and is a subset of every theory. The right formulation is
.. all of its finite subsets are satisfiable.”

35. Ewvery theory is a subset of some consistent theory.

Answer. NO. An inconsistent theory, no matter what vou add to it, stays
inconsistent.
36. Let o be a zentence that has no finite models. Then = has a
countably infinite model.

Answer. YES. If v is false in every finite medel, then = is true in every
finite model, thus, by compactness, —ws must be true in an infinite
model.
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Does the following hold?

37. Let T be an incomplete theory, over a countable language, with
infinite models and no finite models. Then there are at least twa
non-isomorphic models of T for every infinite cardinality.

Answer. YES. Take a > such that neither » nor =z is a logical
consequence of T Let T and M be (countably infinite) models of
T U {¢} and TU {-w} respectively. Then M and M are models of T,
and they are not isomorphic,

38. There is a first-order sentence 5, such that, for every model T,
M = yir if and only if |9 is infinite.

Answer. NO. If there were such a sentence, then = would hold exactly
in all finite model; by compactness, it would have an infinite model,
violating its own definition.

39. If C is well-founded over the set A, then every nonempty subset of
A x A has a minimal element according to the relation < defined by
{a.b) < (' V)= aCa or bC ¥

Answer. NO. For example, consider A = {0.1}. C= {{0,1)}, and let the
subset of A x Abe {{0,1],(1,0]}-

Answer “yes” or “no”. In the context of deductive tableaus:

40. Is there a first-order theory for which resolution alone, without
skolemization, is complete for computing validity?

Answer. YES. For example, the inconsistent theory with axiom L.

41. Is there a first-order theory for which skolemization alone, without
resolution, is complete for computing validity?

Answer. YES. For example, the inconsistent theory with axiom L.
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42. Let A be a set of first-order sentences and (3 3)~| £ A (the minus
sign denctes polarity). Let A" = A% {»f(3z ¢)7[} U {#{(vz v)7]}. Is
it true that if 4 is ineconsistent. then A' 15 Inconsistent?

Answer. NO. For a counterexample, take A = {p} = {(r r=a)— L}
The reverse is true, that is, if 4" is inconsistent then A is inconsistent.
The reason is left as an exercise.

Suppose vou are visiting a forest in which every inhabitant is either a knight
or a knave, Knights always speak the truth and knaves always lie.

43. You witness the following conversation among three inhabitants A, B,
and C:

A: At least one of Lthe three of us 12 a lonave.
B: C is a knight.

Do you now know for sure who among A, B, and C are the knights?

Answer. YES. A is the only knight: A cannot be a knave, because then he
would have spoken the truth by saying at least cne of the three was a
knawve. Thus A is & knight and she spoke the truth. Thus either B or
Cis a knave. If B is a knight, then C is a knight, too, thus Bis a
knave. And hence, since B is lying, C is a knave.

Alternatively, and more formally, if a stays for “A is a knight”, —a for
“4 is & knave”, and so0 on, the conversation tells us that

@ =+ =2V =bV e

bes ¢

From this it is now provable, in propositional logic, that a A =b A =

44. Inspector Craig of Scotland Yard was called to the Forest of Knights
and Knaves to help find a eriminal named Arthur York. What made
the process difficult was that it was not known whether Arthur York
was a knight or a knave. '

Omne suspect was arrested and brought to trial. Inspector Cralg was
the presiding Judge. Here is a transcript of the trial:

ChrAlG: What do you know about Arthur York?
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DEFENMDANT: Arthur York once claimed that | was a knave.
CRAIG: Are you by any chance Arthur York?
DEFENDANT: Yes,

Is the defendant Arthur York?

Answer. X0, If the defendant is Arthur York, we get the following
contradiction. Suppose he is Arthur York. Then he is a knight, since
he claimed to be Arthur York. That would mean that his first answer
to Craig was also true, which means that he, Arthur York, once
claimed that he was a knave. But that is impossible! Therefore the
defendant is not Arthur York, although he is, of course, a knave.

Alternativelv, if 2 means “the defendant is Arthur York™, & means
“the defendant is a knight”, and & means “Arthur York is a knight™,
we can formalize the information as

k +=+ (b+=s =k} [first answer)

k ++ a (second answer)
a —+ (k++ b) (if he 15 AY then k and b equal)

and fram these prove —a.
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1. (15 points total) TCF transpert protocol TCP has a 32-bit sequence number field and
a 16-bit window

{a} [ 5 points) Give a quantitative argument, as the designers of TCF might have
done in 1980, that 32-bits is & good choice of size for the sequence number field.

(b) (5 Points) In the same vein, why is 16 bits a reasonable choice for the window
pararmeter,

{€) (5 points) Quantify the limitations and concerns that these sizes raise based on
how the technology has changed since 1980, i.e. lower cost memory, faster pro-
cessors, optical links, ete.

2. {15 points total) Virtual Circuits vs. Dafagrams Alexander Graham Bell returns from
the dead to set us straight on {virtual) cireuit switching, given he considers we went
off the rails in using datagrams in the Internet. Give your cogent response to each of
the points that this old cadaver makes:

{a} { 5 points) “Hot dang, this datagram stuff requires huge packet headers that incur
excessive bandwidth overhead. Circuit switching allows you to use itsty bitsy tiny
little circuit 1Ds,”

(b) {5 Points) “This new fangled datagram nonsense cost much more to do packet
classification and ferwarding decisions in each switch because of the large clumsy

headers. With circuit switching, the circuit id can be an index into a table that
directly indicates the next hop.”

(] (5 points) “This datagram nonsense does not allow you to reserve bandwidth so

you cannot know whether your packets are going to get through. Good grief, the
only guarantees are death and taxes, and I'm already dead.”

3. (15 peints total) Ethernet

{a} { 5 points) Describe the Ethernet media access control (MAC) protocol, CSMA-
D, comparing it to the Aloha network and p-persistent protocols.

(b} { 5 points) Original Ethernet was at 10 Mbps with limitations on cable length
and packet size, Now, IEEE is busy standardizing 10 Gbps Ethernet. Describe
how these parameters need to change, if at all, if vou insist on using the MAC
protocel above at this higher speed.

{€) | 5 points) Peterson and Davie say: “it might seem that a wireless protocol would
follow the exactly the same algorithm as the Ethernet” as a lead-in to why not.
Describe why not and what 802.11 does about it.

4. {15 points total) End to end,

{a} { 6 points) Describe the “end-to-end™ argument in networking,
illustrating how a file transfer program should behave if it was truly “end-to-end”.

1



{b) {6 Points) Osama Bin Laden, pointing out yet ancther hypocrisy of the West,
argues that if we really believed in end-to-end, we would not mess around with
Ethernet CRCs, IP checksums, TCP checksums and TCP retransmissions. George
W. Bush claimsit’s an important part of our way of life. Describe why Bin Laden’s
wrong in this particular instance.

{c) {3 Points) Give an example of how Internet protocols are not completely consistent
with the end-tg-end argument.

The End

) /)
X~
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1. {15 points total) TCF transport profocol TCF has a 32-bit sequence number field and
a 16-bit window

{a) { 5 ]:l-ninla] Give a quantitative argument, as the dc‘signers of TCP might have
done in 1980, that 32-bits is a good choice of size for the sequence number field.
Answer: The key issue is being able to detect old delayed segments showing up.
The 32 bits allows 4 gigabytes to be transmitied before wrap, which is 8%4G/10M
= 3200 seconds or almost one hour at 10 Mbps, which was high-speed back in
those days. And, a TCP segment is not expected to live in the next more than
a few seconds so this should catch old delayed segment even just using half the
fﬂ.ﬂgl:'.

(b} (5 Points) In the same vein, why is 16 bits a reasonable choice for the window
parameter.
Answer: This allows up to 64 kilobytes to be outstanding, while on a LAN with
10 Mbps data rate, this allows a RTT of up to about 50 milliseconds, whereas the
actual RTT is microseconds, WAN data rates tend to be much lower even though
the RTT is longer.

(c] (5 points) Quantify the limitations and concerns that these sizes raise based on

how the techmology has changed since 1980, i.e. lower cost memory, faster pro-
cessors, optical links, etc.
Answer: At 10 Gbps, you can wrap in 3.2 seconds, and usually one provides half
the range for new packets and half for old, so you are in trouble if segments live
from more than 1.6 seconds. With WANs, this is getting rather close to expected
max. packet lifetimes, which can be hundreds of milliseconds. Similarly, for the
window parameter, multi-gigabit links are arising that have 100 Ms RTT, so we
cannot operate full-speed because we dont have the delay-bandwidth product.

2. (15 points total) Virtual Cireuils vs. Dalagrams Alexander Graham Bell returns from
the dead to set us straight on (virtual) circuit switching, given he considers we went
off the rails in using datagrams in the Internet. Give your cogent response to each of
the points that this old cadaver makes:

{a) [ 5 points) “Hot dang, this datagram stuff requires huge packet headers that incur

excessive bandwidth overhead. Circuit switching allows you to use itsty bitsy tiny
little circuit IDs.*
Answer: Large packets, which dominate the traffic, are 1000-1500 bytes and the
headers are only 56 bytes or so, so percentage overhead is not significant. Even
with average packet size of 300 bytes means the overhead is 20 percent. Moreover,
lots of bandwidth is wasted with wvirtual circuit setup, and connections/flows in
the Internet tend to be very short on average.

(B} (5 Points) “This new fangled datagram nonsense cost much more to do packet
classification and forwarding decisions in each switch because of the large clumsy

1



headers. With circuit switching, the circuit id can be an index into a table that
directly indicates the next hop.”

Answer: Typically, only a small port of the header needs to be looked up for a
forwarding decision, such as the 32-bite IPv4 address in a router, so the size is
not much larger than a VCid. For higher-level classification, it would be more
expensive to have & network-layer connection per higher-level connection [TCP)
because they are so short-lived, and connections are short-lived — see above.

(c) (5 points) “This datagram nonsense does not allow you to reserve bandwidih so

you cannot know whether your packets are going to get through. Good grief, the
only guarantees are death and taxes, and I'm already dead.”
Anzwer: There are no guarantees in either case, because a router can fail, At least
with datagrams, vour packets might get through by routing around the failure,
rather than having to re-setup the whole virtual circuit. Moreover, you can do
RVSP on top of datagrams if you insist on reservations. (Thanks for the telephone,
in any case.}

3. (15 points total) Ethernef

(a) { 5 points) Describe the Ethernet media access control {MAC) protocol, CSMA-
CD, comparing it to the Aloha network and p-persistent protocols.
Answer: Listen before transmit, transmit if idle or wait for idle. Listen while
transmitting and abert if collision and retry as above. Aloha does not listen for
collisions. A p-persistent protocal only transmits with probability p if the line is
idle, ie. Ethernet iz 1-persistent.

(b) [ 5 points) Original Ethernet was at 10 Mbps with limitations on cable length
and packet size. Now, IEEE is busy standardizing 10 Gbps Ethernet. Describe
how these parameters need to change, if at all, and why if you insist on using the
MAC protocol above at this higher speed.

Answer: You need to either decrease the max. cable length by a factor of 1000
or else increase the min packet size by a factor of a 1000 {or some combination of
the two 1.e. 100710} so that transmitter is still listening/transmitting when there
can be a collision. This is not practical to do. 64Kbytes min packet size!

(e} { 5 points) Peterson and Davie say: “it might seem that a wireless protocol would

follow the exactly the same algorithm as the Ethernet” as a lead-in to why not.
Describe why not and what 802.11 does about it.
Answer: In the wireless environment, nodes cannot necessary hear the transmis-
sion of every other node that might interfere with its transmission, unlike Ether-
net. The 802.11 solution is to request-to-send to the destination before sending,
and getting clear to send back from destination, with the hope that others close
by will see this and avoid colliding,

4. (15 points total) End lo end.



(a) { 6 points) Describe the “end-to-end” argument in networking, illustrating how a
file transfer program should behave if it was truly “end-to-end”,
Answer: End-to-end semantics can only be ensured by end-to-end mechanisms
and checks because intermediate/lower-level mechanisms can fail in ways that
only end-to-end mechanisms can detect. Lower-level mechanisms are at best, op-
timizations. An end-to-end file transfer ensures that a file was accurately trans-
ferred to & remote disk by transmitting a file-level checksum on the file to the
receiver and having the receiver read back the file, recompute the checksum and
verify against the supplied one. This catches any intermediate failures (except
low prob. checksum fooling).

{b) (6 Points) Osama Bin Laden, attempting to point out yet another hypocrisy of the

West, argues that if we really believed in end-to-end, we would not mess around
with Ethernet CRCs, IP checksums, TCP checksums and TCP retransmissions.
Describe why Bin Laden’s wrong in this particular instance.
Answer: The TCP checksum and retransmission mechanism is an optimization
over having o retransmit larger units, such as the whole file in a file transfer
case, when a packet is dropped or corrupted. The Ethernet CRC helps further to
detect corrupted packets, given that the TCP checksum is not very strong, and
Ethernet CRC is normally computed in hardware. IP checksums might be argued
helpful o aveid forwarding packets whose headers have been trashed, another
optimization.

L) {3 Poants) Give an example of how Internet protocols are not completely consistent
with the end-to-end argument.

Answer: Standard FTP does not include an end-to-end file-level checksum. Also,
telnet has no application-level check other than the user noticing missing charac-
fers.

The End



b)

c)

Computer Science Department
Stanford University
Comprehensive Examination in Numerical Analysis
Fall 2002

. (10 points) Consider a system of linear equations

Ax=b (1)
where A is a real nxn non-singular matrix, fre /"
{3 points) Describe how to use the LU decomposition (assume it is given) to solve
the system of linear equations (the Gaussian elimination). Why might one need
pivoting”?
(4 points) Describe how to use the QR decomposition (assume it is given) for

solving (1). In what cases might one use the QR decomposition rather than the
LU decomposition?

{3 points) Describe an iterative method to solve (1) in case the matrix A is a
symmetric positive definite and discuss its convergence properties. In what cases
would iterative methods prevail over the direct ones?

(10 points) Consider a system of ordinary differential equations

O} Gl 4ee= o

(3 points) Assume A has a complete set of eigenvectors. How do eigenvalues
I{I;‘ <k|"
yit

@;
independent of time and initial data) of this problem?

influence stability (definition of stability: for =0, where Kis

b} (2 points) Assume A has only one eigenvalue with algebraic multiplicity 2. De

c)

the stability conditions remain the same”

0 -1
1 0

Euler scheme. Is it a good mumerical method to solve this problem? If not, which
method would you use instead?
Hint: Solve (2) and consider the analytical stability of its solution.

(5 points) Let A =[ ] Describe how to solve this system with the forward



3. (10 points) Numerical Integration.
a) (3 points) Write the formula for the composite trapezoidal rule scheme.

b) (2 points) Define the degree of accuracy for a numernical quadrature scheme.

c) (5 points) Derive Simpson’s method using a Taylor polynomial and in the process
show that it has degree of accuracy 3.



Solutions
1a)Denote r=Ax-b; x=argminfr|, =argmin "7 = argmin( x™ 4" Ax - 2(4"B)" x+ 5" b)
Differentiating with respect to x and setting the result to zero, we get 24" Ax~24"b =0, or
AT dx=ATh (2)
4 is of full column rank => A" 4 is nonsingular => {2) has a unique solution,
A" A is symmetric and positive definite == we can compute its Cholesky factorization
ATA=LIT,
where L - lower tnangular. This allows us to reduce (2) to solving the tnangular systems
Ly=A"b, FMx=y,

b)First we want to decompose A into the product Q[g] (0 :mxm orthogonal, R:nxn upper-

triangular, since A is of full column rank, R is nonsingular.
To reduce A to the upper-tnangular form, we successively apply Householder transformations

R ! .
H_.HA= [ - ] . where H‘.:f—z-‘r'—:’-- ==  orthogonal and symmetric.
v, ¥

H | reflects a vector against the hyperplane v . We choose v, so that /| zeros out the subdiagonal
part of the ith column &, of the current state of 4 - (H_ . H 4)

If a’ = {a, with the upper i-1 enines set to 0}, then v, = E,'tHEz",‘LE,, where the sign is chosen so as
to avoid cancellation

R .
Mow, using this decomposition 1;'.";|':"J-'!f=|:ﬂ]~ o' =H,k H,

o

x = argmin | 4x - b, = argrrﬁn|k3’.ir- Q‘HJ: = arg min

b
let 0 'h = |:If:|i ] . Bomxl, b (m-m)xl;
3

«=asgmin] 2 |~ saminitc .- spmnfc a1, -1



<)

Computations Accuracy

| Normal equations ATA - =mn’ flops, relative error in x 1s
Cholesky factorization - = % flops proportional to (comd(4))*
Triangular systems - ({n”)
= + ”-—; flops

Householder 2 2 3 relative error in x is
transformations ~ 2w+ = flops proportional to
cond( A} + fr|, (cond(A))*

For nearly square problems, m = n, the two methods require about the same amounts of work, but for

m == n normal equations method is about 2 times cheaper than Householder method. On the other
hand, the Householder method 15 more accurate.

2 a) Via elementary symbolic calculations we obtain y(f)=e*. As 1 =, (1) = +0.

Ah Ak 1+ Ah /2 1+ahf 2
h .I—-n—- — ]+—- = - i =
) Yial 1} LA EL ¥ ]—.lh."iyi ! [l—ithJ
y, =0 lj‘“i <1, (2+Ah) <(2-Ah)*, 4dh<—a4ih, Ak <0,

and since we assume A >0, this is true for all negative A

..r{!l-n.]‘"kj"' .lr[:'rb-ﬂ '-}Ih]}h

¢) We have Yo =X + 2 (1)
For the true solution  »(f) we can write
M) = pie)+ L el @
where £ 15 some unknown term. From Taylor expansion we have two formulas:
(x+H)+ fix=h #*
SEAIED rw+ T, E A
f{x+-‘i}z;f{x—-'ﬂ_f” ﬁ#*r Bl <)o,

Regrouping (2) and applving th:s-e formulas, we get:
‘f .F{fhl} ) .]'"{fl-»,l}i"'.}’(fe} {!h”*}_'_ff&?_}r“t "'?]'_Th [E !?!}hl whete

ebol, bl e HeloL bl o

MNow denoting &, =y, — w1, ) and subtracting (1)-{2), we get

5 =g oWV ) S YD) ey Ve ) = S, Y D)
4+l k 2

h-¢.
2 g

Then using Lipschitz.-mntim.'rry of f,
Lh
<l o Sl 0= <0+ Es |+l

|Jl+|



|l Lhi2) gl _[1+Lhi2) e Bl
- Lml‘*' Lh12 - Lhizl [+2]  for A=

To simplify this, consider the general situation: x,,, <ax, +5 Applying this inequality recursively,
E

IEM

3 a ""_I- 5 .
weget x, sa'x, +ha" +at 4+ +D=a‘x, +b . The first term in our case disappears,

&

1+Lh2f
1-Lhi2
N=yp =1;
because p{0) = y, = 1 therefore |5,|= 2}’ TS A2
—Lhi2
i e
F.
Now since &k =1, [h, |I+£’ME| b5 =e¢™  and hence

1-Likhiz| ** E-EL

=
£

+==:f-‘r]| Els‘l e +s(h) -1
IE[ 2|.f‘| {I LRI2Y= =

where _h- < (]|y{£ +||_ymll]¢ W', and e(h)—0 as h—0. Thus |§,|<Ch’ for sufficiently
small k.

3a) Let I(x)= fla)+(x— a}M. then

1) = fftrkir f@)s-ay+ =2 ’ SOT@ _ ¢ ax @+ LELD) - - LOSC)

&
b)Let I, = [ f(x)de, A=b-a.

Fla+n= fla)+ flan +f'{.§;|%, I = f{a}&-}f'{a}%-ﬁ A-*;—, |4 < Lf']L_

¥ L] II i -'ﬁ'= ﬂ? LA
f{f’—i'}=f{f'}—fib,\-'+ff§1}—i-a fu=f{b}ﬂ—f(ﬁ]?+ﬂ?- Bt="Ar "l
Averaging the two expressions for [, we obtain
3 k] .&3
fff‘”];ﬂ”ﬁ;‘”ﬁﬂ if+c'%~ where :’::igﬁ. This implies |7, ~1|< |1, =
) Let /17, " be the true integral and our estimate correspondingly for the ith subinterval, Then

L=, 130
=l

7, 1| ziﬂ” o b
=l

sy - -




Comprehensive Exam: Programming Languages Autumn 2002
This is a 30-minute closed-book exam and the point total for all questions is 30.

All of the intended answers may be written within the space provided. You may use the
back of the preceding page for scratch work. If you to use the back side of a page to write part
of your answer, be sure to mark your answer clearly.

The following is a statement of the Stanford University Honor Code:
A. The Honor Code is an undertaking of the students, individually and collectively:

(1) that they will not give or receive aid in examinations; that they will not give or
receive unpermitted aid in class work, in the preparation of reports, or in any other
work that is to be used by the instructor as the basis of grading;

(2) that they will do their share and take an active part in seeing to it that others as
well as themselves uphold the spirit and letter of the Honor Code.

B. The faculty on its part manifests its confidence in the honor of its students by refraining
from proctoring examinations and from taking unusual and unreasonable precautions to
prevent the forms of dishonesty mentioned above. The faculty will also avoid, as far as
practicable, academic procedures that create temptations to violate the Honor Code.

C. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work together to establish optimal conditions for honorable
academic work.

By writing my “magic number” below, I certify that I acknowledge and accept the Honor
Code.

(Number)

Prob | # 1| #2 | # 3| # 3 | Total
Score
Max 7 5 6 12 30




1. (7 points) Type Inference

(a) (3 points) This part of the question asks you to write the ML type of an ML function.
Recall that an ML function that takes two integer arguments and returns a Boolean
value has type (int * int) — bool. What is the ML type for the following function?

fun applytwice(f, x) = f(£(x));

(b) (2 points) Describe types <typel>, <type2> and <type3> that will make the analo-
gous C code below statically typed. You may write the types using correct or mostly
correct C syntax. In particular you can write <type2> f in a form where f appears
in the middle of the type, if you prefer (and if this is correct).

<typel> applytwice(<type2> f, <type3> x) {
return f(f(x));
3

(¢) (2 points) Why is the ML type more useful than the C type for applytwice? Specif-
ically, what flexibility does the ML type system give, for functions with the kind of
type you wrote in (a), that the C type system does not give you for the function in
(b)?

2. (5 points) ALGOL 60 Pass-By-Name

In pass-by-name, the result of a procedure call is the same as if the formal parameters
were substituted into the body of the procedure. This rule for defining the result of
a procedure call by copying the procedure and substituting for the formal parameters is
called the Algol 60 copy rule. While the copy rule works well for pure functional programs,
as illustrated by (-reduction in lambda calculus, the interaction with side effects to the
formal parameter may cause unexpected results.



The following Algol 60 code declares a procedure P with one pass-by-name integer param-
eter. The line integer x does not declare local variables — this is just Algol 60 syntax
declaring the type of the procedure parameter.

begin
integer i;
integer array A[1:2];

procedure P(x);
integer x;

begin
i := x;
X =1
end
i:=1;
Al1] := 2; A[2] := 3;
P (A[iD);
print (i, A[1], A[2])

end

(a) (2 points) Explain how the procedure call P(A[i]) changes the values of i and A by
writing the lines of Algol that you get by substituting the actual parameter for the
formal parameter in P(x).

(b) (3 points) What integer values are printed by the program using pass-by-name pa-
rameter passing?



3. (6 points) Control Flow and Memory Management. An exception is a command that
aborts part of a computation and transfers control to a handler that was established at

some earlier point in the computation.

(a) (3 points) Why is it easier to write programs with exceptions in a language that
provides garbage collection than a language where all data on the heap is explicitly
manipulated by the program?

(b) (3 points) In a concurrent programming language, we have two options:
(i) raising an exception only affects the current thread, or
(ii) raising an exception aborts all threads that were spawned below the control point
associated with the exception handler.
Which option would be easier to implement? Which would be more convenient to
use? Explain briefly. (This question is only worth 3 points, so do not write more
than 3 or 4 sentences.)



4. (12 points) Method Lookup.
Smalltalk and C++ use different implementations of method lookup for objects.

(a) (4 points) If a Smalltalk program sends message m to object x, how is the code
implementing m located? Describe the main data structure and briefly explain how
it is used.

(b) (4 points) If a C++ program calls virtual member function f of object x, how is the
code for f located? Describe the main data structure and briefly explain how it is
used.

(c) (4 points) Describe the trade-off’s between the two approaches. Which is more
flexible? Which is more efficient? Your answer should be 3-5 sentences.



Comprehensive Exam: Programming Languages Autumn 2002

1. (¥ points) Type Infercnce

{a} (3 points) This part of the question asks you to write the ML type of an ML function.
Recall that an ML function that tekes two integer arguments and returns a Boolean
value has type (int +int) — bool. What is the ML type for the following function?

fun applytwicel(f, =) = £(£{x));
Answer: ('a => 'a) * ’a -> "a
(b) (2 points) Describe types <typel>, <type2> and <type3> that will make the analo-
gous C code below statically typed. You may write the types using correct or mostly

correct C syntax, In particular you can write <type2> f in a form where £ appears
in the middle of the type, if you prefer (and if this is correct).

<typel> applytwice{<type2> f, <type3> x) {
raturn £{f{x));
ri

Answer: One possibility is <typel>=<typel>=int and <type2>= int (*} {int).
Some prefer to write int (= £) (int)

{¢) {2 points) Why is the ML type more useful than the C type for applytwice? Specif-
ically, what flexibility does the ML type system give, for functions with the kind of
type you wrote in (a), that the C type system does not give you for the function in
(b7
Answer: The ML function is polymerphic, which means that you can apply applytwice
to many types of arguments, In contrast, the C function can only be declared and
used for one specific choice of types.

2. (5 points) ALGOL 60 Pass-By-Name

In pass-by-name, the result of a procedure call is the same as if the formal parameters
were substituted into the body of the procedure. This rule for defining the result of
a procedure call by copying the procedure and substituting for the formal parameters is
called the Algol 60 copy rule. While the copy rule works well for pure functional programs,
a5 illustrated by S-reduction in lambda caleulus, the interaction with side effects to the
formal parameter may cause unexpectsd results,

The fellowing Algol 60 code declares a procedure P with one pass-by-name integer param-
eter. The line integer x does not declare local variables — this is just Algol 80 syntax
declaring the type of the procedure parameter.



begin
integer i;
integer array A[1:2];

procaduras P{x};
integer x;

bkagin
i 1= x;
x =
end
i=1;
A[Ll] = 2; AlZ] := 3;
P CALLDD;
print (i, A[1], AL2]1)

and

(a} (2 points) Explain how the procedure call P(A[i]) changes the values of 1 and A by
writing the lines of Algol that you get by substituting the actual parameter for the
formal parameter in P(x).

Answer: The program is equivalent to the following one, obtained by replacing
the call with a copy of the procedure body in which each accurrence of the formal
parameter x is replaced by the actual paramter A[i]:

begin
integer i;
integer array A[1:2];
im=1;
A[1] = 2: A[Z] := 3;
begin
i = A[d]:
Afi] := 1
and;
print (i, A[1], A[2])
end

(b} (3 points) What integer values are printed by the program using pass-by-name pa-
rameter passing?
Answer: This block resulting from the call sets 1 to 2 and then sets A[2] to 2, =0
the output is 2, 2, 2.



3. (6 points) Centrol Flow and Memory Menegement. An erceplion i a command that
aborts part of a computation and transfers control to a handler that was established at
some earlier point in the computation.

(a) (3 points) Why is it easier to write programs with exceptions in a language that

provides garbage collection than a language where all data on the heap is explicitly
manipulated by the program?
Answer: An exception might casue a program to bypass the “normal” code that
deallocated memory and cleans up after a portion of the computation. After an
exception, deallocation would have to be performed by the exception handler. How-
ever, when the only pointers to garbage are pointers that were in activation records
that were eliminated as a result of the exception, it will be impossible for the handler
to explicitly deallocate unreachable memory.

(k) (3 points) In a concurrent programming language, we have two options:

(1) raising an exception only affects the current thread, or

(ii) raising an exception aborts all threads that were spawned below the control point
associated with the exeception handler,

Which option would be easier to implement? Which would be more convenient to
wse? Explain briefly. [This question is only worth 3 points, so do not write more
than 3 or 4 sentences.)

Answer: Option (i) is easier to implement but option (ii) may be more convenient
in some cases. In general, if we are doing some paralle]l computation and an error
occurs in one branch, then it may make meost sense to abort the entire computation.
But it is hard to cleanly abort all the subprocesses that might be running on different

PrOeCEss0rs.

4. {12 points) Method Lookup.
Smalltalk and C++ use different implementations of method lookup for objects,

(a) {4 points) If a Smalltalk program sends message m to object x, how is the code

implementing = lecated? Describe the main date structure and briefly explain how
it is used.
Answer: The method code for m is located by searching the method dictionary of
the class of x, then any superclass of the class of x, then the method dictionary of
any superclass of any auperclass of the class of x, and s0 on. A Smalltalk method
dictionary generally provides an association between method names (selectors) and
method code, together with a pointer to any superclass method dictionaries.

(b) (4 points) If a C++ program calls virtual member function £ of object x, how is the
code for £ located? Describe the main data structure and briefly explain how it is
used.



Answer: The main dats structure i3 the wrtual function fable or viable. The vtable
is a structure of pointers to function bodies. The offset of & virtual member funetion
is caleulated at compile time, so that at run time it s only necessary to follow the
pointer located by adding the vtable address and the offset.

(c) {4 points) Describe the trade-off's between the two approaches. Which is more
flexible? Which is more efficient? Your answer should be 3-5 sentences.
Answer: The C++ mechanism is generally more efficient, but it requires compile-
time type information. Smalltalk is a more fexible language, since it doesn't have
compile-time type checking, but method lookup is less efficient. (Caching can be
used to speed up the Smalltalk lookup, however.) Ancther factor is that if a class
is changed, a C++ derived class or client program may need to be recompiled, since
the compdile-time-computed offsets may change. However, no such recompilation is
needed in Smalltalk since the offsets are determined af run time.
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Short Answers (3 each, 30 total)

1)

)
3

4)

5)
6)
7

&)

9

With respect to transmission of a message from principal A to prncipal B, distinguish what is
meant by authenticity, privacy, and inlegrity with respect to thal message.

Whal is the point of multibevel paging?

Give an example of a high-level language that uses explicit memory management, and state
what facilitics are provided for doing it

What 15 an idempotent operation? Give an example of an idempotent operation, and contrast
it with an example of a non-idempotent operation.

Diescribe how fathare recovery can be made easier by the use of idempodent operations.
What's the difference between a preemptive and a non-presmplive process scheduler?

If a physical page is shared between two different processes, is it possible for the page to be
read-write for one process and read-only for the other? 1f so, how, and il nod, wity nod?

Describe the difference between memory-mapped 10 and programmed 1/0. Mention one
typical application of each,

What ig the difference betoscen deadlock and starvation in a resource-allocation system?

10y A BAID system can fail if two or more of its drives crash within the same hour. Suppose

that in a given hour, a drive can fail with probability p, and that drive failures are
independent. What is the probability of a k-drive RAID system fadling in & given hour?



Slightly Longer Answers (5 each, 30 total)

[ 1} When a user program miakes a (privileged) system call, in what important way(s) is the
calling sequence different from that of calling another wser-level procedore?

12} Descnibee the priorty irversion problem that anses in process scheduling or thread
scheduling, Give a concrefe example of circumstances that might cause priotity nversion &0
Do,

13} Suppose vou have a word-sized varable Foo thal iz shared among many concurrent threads,
You would like 1o serialize accesses o this variable, o prevent conflicting updates.
Unfortunately, vou're writing in a language that docsn’t provide language-level constructs for
writing a monitor procedure (1.£., doesn’t have features like Java's synchronized keyword),
(a) Assume your 08 provides 8 mutexTocking facility. Using any suitable pseudocode
symitax, write the pseudocode for spdateFoodnt newFoo) using mutexes and’or locks,

(b} Assume your 08 provides simple nonblocking atomic operations, like test-and-sef or
compare-and-seap, on word-sized operands, Write the pseudocode for pdateFoofing
mewFool using nonblocking atomic operations, (MNode! For part ( b), do nos use nonblocking
operations to implement locks! Write true nonblocking code.)

I4) Suppaose now that Foo is not an int but & data stoocture FooSiress that is several words long,
and wpdareFoofFaoSruct mewioo) must atomically update the entire contenis of this data
structure. Can you still write only nonblocking code for updateFoo? 1780, show the
peeudocode, IF not, explain why it cant be done, (MNode: as in part (b) of the previous
question, using atomic instructions to implement locks does rot count as nonblocking code!
Monblocking code avoids spinwaits,)

15) Suppose that a CPU scheduling algorithm favors those processes that have used the least
processor time in the recent past. Explain why this algerithm will favor 'O-bound processes;
then explain why it will mof permanently starve CPU-bound processes.

16) Typically, a true LEU replacement policy can be used for managing blocks m the buffer
cache of the file system, whereas only approximations of LRU are used to keep track of pages
in a virtual memory system. Why is this so7

17T} Suppose a new CPU desipn has the following feature: there are multiple copies of the register
file; at any given time, exactly one of these copizs or “banks" can be accessed by user code;
and a privileged instruction must be executed to change which “bank”™ is being wsed. How
might the (5% exploit such a CPU feature, and what benefit(s) would be gained?
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Solutions by CS Ph.D. First Years (2006-10-19)
Short Answers (3 each, 30 total)

1.) With respect to transmission of a message from principal A to principal B, distinguish
what is meant by authenticity, privacy, and integrity with respect to that message.

Authenticity — Was it really A who sent the message to B?

Privacy — Could a third party snoop and see the contents of the message or find out that
the message was being sent?

Integrity — Did a third party alter the message while it was in transit?

2.) What is the point of multilevel paging?

To save a tremendous amount of space. Page tables are mostly empty; they are sparse
data structures. If there were only one level, most slots would be blank.

3.) Give an example of a high-level language that uses explicit memory management, and
state what facilities are provided for doing it.

C++. The new and delete operators are used to manage memory.

4.) What is an idempotent operation? Give an example of an idempotent operation, and
contrast it with an example of a non-idempotent operation.

An idempotent operation is one whose results are identical no matter if it’s executed once
or many times. An example is ‘x =x * 0’. A non-idempotent operation is ‘x =x + 1”.

5.) Describe how failure recovery can be made easier by the use of idempotent
operations.

If you experience a failure while you’re in the middle of running the recovery code, there
is no harm in running idempotent failure recovery operations again. This simplifies
recovery code because it doesn’t need to consider what happens if there is a failure
during the recovery process itself.

6.) What’s the difference between a preemptive and a non-preemptive process scheduler?

A preemptive scheduler forces processes to relinquish control of the CPU at certain
times, while a non-preemptive scheduler doesn’t; in a non-preemptive scheduler, the only
way for some other process B to run while process A is running is if process A purposely
yields control of the CPU.



7.) If a physical page is shared between two different processes, is it possible for the page
to be read-write for one process and read-only for the other? If so, how, and if not, why
not?

Yes, the page table entries for the two processes can point to the same physical page
(usually mapped to different virtual addresses), and within each entry are permissions bits
specific to the process. One process’s entry for that page could be marked ‘read-write’
while another one’s could be marked ‘read-only’.

8.) Describe the difference between memory-mapped I/0 and programmed I/O. Mention
one typical application of each.

Memory-mapped 1/O works by mapping the device into special memory addresses so that
applications can interact with those devices by reading/writing those addresses. An
example is a video card.

Programmed 1/O requires special CPU instructions to read/write to a certain port and is
not done through the memory system. Examples are legacy hard drives and mechanisms
to write to a computer’s CMOS memory.

9.) What is the difference between deadlock and starvation in a resource-allocation
system?

Deadlock is when nobody gets a chance to run at all. Starvation is when one party never
gets to run (or rarely gets to run) while other parties are running just fine. Starvation may
be temporary and get relieved as time progresses (perhaps as load decreases), but
deadlock is, by definition, permanent (until the system resets).

10.) A RAID system can fail if two or more of its drives crash within the same hour.
Suppose that in a given hour, a drive can fail with probability p, and that drive failures
are independent. What is the probability of a k-drive RAID system failing in a given
hour?

P(k-drive RAID system failing in some hour) = P(2 or more drives crash within that hour)

P(2 or more drives crash) = 1 — P(exactly 1 drive crashes) — P(no drives crash)

P(exactly 1 drive crashes) =k * p * (1 — p)*'
P(no drives crash) = (1 — p)*

Thus, P(failure) = P(2 or more drives crash)=1—k * p * (1 - p)*'— (1 -p)*



Slightly Longer Answers (5 each, 30 total)

11.) When a user program makes a (privileged) system call, in what important way(s) is
the calling sequence different from that of calling another user-level procedure.

When calling a regular user-level procedure, the program saves caller-save registers onto
the stack, pushes the return address and arguments onto the stack, and directly jumps into
the code of the called procedure. However, when making a system call, the program sets
up some register state and simply issues an interrupt to trap into the kernel. The kernel
starts executing in a privileged state, saves the process’s state so that it can be restored
later, does whatever the system call requires, and returns back to the user program in a
non-privileged state.

12.) Describe the priority inversion problem that arises in process scheduling or thread
scheduling. Give a concrete example of circumstances that might cause priority
inversion to occur.

Priority inversion is when a lower-priority process holds a lock (or some other resource)
that a higher-priority process is waiting on, so the higher-priority process doesn’t get to
execute, thus inverting their priorities. A concrete example is the following: Suppose that
there is a high priority process H and a low priority process L. L grabs a lock and then H
tries to grab it. H can’t run because L has the lock. However, now a medium priority
process M appears, and because it has higher priority than L, it runs more often. L will
eventually finish what it’s doing and release the lock, but in the meantime, M runs much
more often than H, even though it has lower priority than H, hence the priority inversion.

13.) Suppose you have a word-sized variable Foo that is shared among many concurrent
threads. You would like to serialize accesses to this variable, to prevent conflicting
updates. Unfortunately, you’re writing in a language that doesn’t provide language-level
constructs for writing a monitor procedure (i.e., doesn’t have features like Java’s
synchronized keyword).

(a) Assume your OS provides a mutex/locking facility. Using any suitable pseudocode
syntax, write the pseudocode for updateFoo(int newFoo) using mutexes and/or locks.

int Foo;

mutex fooMutex;

updateFoo(int newFoo) {
lock(&fooMutex);
Foo = newFoo;
unlock(&fooMutex);

}

(b) Assume your OS provides simple nonblocking atomic operations, like test-and-set or
compare-and-swap, on word-sized operands. Write the pseudocode for updateFoo(int



newFoo) using nonblocking atomic operations. (Note! For part (b), do not use
nonblocking operations to implement locks! Write true nonblocking code.)

int Foo;
updateFoo(int newFoo) {
CAS(&Foo, Foo, newFoo); // compare-and-swap

}

14.) Suppose now that Foo is not an int but a data structure FooStruct that is several
words long, and updateFoo(FooStruct newFoo) must atomically update the entire
contents of this data structure. Can you still write only nonblocking code for updateFoo?
If so, show the pseudocode. If not, explain why it can’t be done. (Note: as in part (b) of
the previous question, using atomic instructions to implement locks does not count as
nonblocking code! Nonblocking code avoids spinwaits.)

No, because there is no way to atomically write more than 1 word. There might be
interruptions from other threads while a FooStruct is in the process of being updated.

15.) Suppose that a CPU scheduling algorithm favors those processes that have used the
least processor time in the recent past. Explain why this algorithm will favor I/O-bound
processes; then explain why it will not permanently starve CPU-bound processes.

It will favor I/0-bound processes because those are likely to be blocking (waiting) on I/O
lots of the time, and hence qualify for ‘using the least processor time in the recent past.’
However, it will not starve CPU-bound processes because after those I/0-bound
processes get a chance to run for a bit, the CPU-bound processes now quality as ‘using
the least processor time in the recent past.” Also, because those processes are I/O-bound,
they are likely to just do a little bit of work and then block for a long time, giving plenty
of time for the CPU-bound processes to execute.

16.) Typically, a true LRU replacement policy can be used for managing blocks in the
buffer cache of the file system, whereas only approximations of LRU are used to keep
track of pages in a virtual memory system. Why is this so?

Speed. True LRU requires timestamps and is much more costly in terms of speed than an
LRU approximation (such as the clock algorithm). When dealing with the buffer cache,
the order of magnitude in speed is bounded by hard disk access times, which are much
slower than CPU calculation times, so it’s reasonable to implement true LRU. However,
when dealing with virtual memory, which must be accessed more often and needs to be
much faster, true LRU is simply too slow.

17.) Suppose a new CPU design has the following feature: there are multiple copies of
the register file; at any given time, exactly one of these copies or “banks” can be accessed
by user code; and a privileged instruction must be executed to change which “bank” is
being used. How might the OS exploit such a CPU feature, and what benefit(s) would be
gained?



The OS can exploit this feature to perform context switches more efficiently. Normally,
to perform a context switch, the registers for the exiting process must be saved away in
memory, usually somewhere in its own stack, and the register values for the entering
process must be loaded from memory into the actual registers in the register file. This
can be a slow operation. With multiple register files, the OS can simply execute a
privileged instruction to switch banks when processes are being switched.



