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Comprehensive Exam: Algorithms and Concrete Mathematics
Autumn 2000

This iz & one hour closed-book exam and the point tofal for all questions is 60,

All af the intended answers may e written within the space provided. IF necessary, you may
uge the back of the preceding page for additional seratch work. If you to use the back side of a
page to write part of your answer, be sure to mark your answer cleacly.

The following is a statement of the Stenford Univerarly Homor Code:

A. The Honor Code 8 an undertaling of the students, individieally and collectivaly:

(1] chat they will pot give or recaive aid in examinations; that they will not give or
receive wnperniited abd in class work, in the preparation of reports, or in any other
work that is fo be used by the Instructor a= 'v  basis of grading;

(2} that they will do their shar- part in sesing to it that others as
well &5 themselv the Honor Code,

B. The faculty on its pa anor of its students by refraining
from proctoring exan ind unreasonable precawtions fo
prevent the formes of d Bcwlty will also avoid, &8s far as
practicable, academic g to viclate the Homor Code.

C. While the faculty alope! - 2t acedemic requirements, the
students and facwity wil -~ establish opéimal copditions for bonerable
academic work,

By writing my “magic pumber” below, T certify that 1 acknowledge apd accept the Honor
Code.

{Numnber)

Prob | # 1| # 2| # 3| # 4| +#5 | Total
Score
| Max

10 [ 20 | 10§ 10 | 10 | &0

AA



. (10 points)  Big- Ok notation, Running times

For each of the following functions, circle the best upper bound from among the choices
given. You only need to circle one amswer in each ease. For example, if you say that a
function is Ofn), you do not need to also say that it is also O{n®), O(nlogn), and 50 on.

{a) fin)=Mm

Chooss: Qn) O O@R®  Ollegn) Olnlogn) O(?*) none
(b) fin) = (R +1){/n=1)n

Choose: n) O@n* OR®) Ollgn) Olnlogn) O2*) none
(e) Fir) =422 + 5nd bog n £+ 121231234

Choose: Ofn) On®) On% Ollogn) Ofnlogn) ) pone
(d) fm)=n"

Chooses Qln) On* O0mn* Ologn) Ofnloga) 2  noae

For each of the following programs (or fragments therecf) give a good upper bound oo
the running time of the alzorithm using “big-Oh" notation, as a function of the saloe of
.

(e} (2 points)
for i from 1 to n do
for 7 from @ to n dao
{ something that is Oflogr)

(f) (2 points)
f* print n in binary if n > 1; mod runs in constant time */
bprint{n)
if & = 0 then
bprint{|n/2]);
print{n mod 2};



2 {..?ﬂpﬂrﬂﬂ_:l Rerurrences,
Solve gack of these three recurrences. You may give an exact solution, or give & good
upper-bound using big-oh notation.

a) If fin) = f(n/2) +logn, with fil1) =0, then find a closed form expression for fin).

b) If g{n) = 2g(n/2) + /(n), with g{0) = 0 and g(1) = 1, then find & closed form
expression for gin).



c) If Aln) = R{n/2) + hin/d), with &{0) = k(1) = 1, then find a closed-form expression
for k{n).




i. (10 points)  Motcking.
Croe day, upon returning from the laundromat, | realize that, as vsaal, ['ve lost & few
socks. In [act, no two of my socks are an exact match! Luckily, though, some of them are
close and I have a similarity scoring function: any fawo socks ¢ and § have an associated
seore b = &; < 1 which is large if they are very similar and small if they are very different.
Maturally, 843 = & for all ¢ and §. T have an even pumber of socks and decide to try to
put my socks together two-by-twio 50 a8 to maximize the sum of scores,

I decide to use the ollowing greedy algorithm:

Repeat until all socks bawe matbes:

# Pick a random onmated sock .

* Among the other unmated socks, find the sock § so that sy s maximum
{i.2., no other unmated sock k has ag > &)

Show that thiz method may produce a poor matching. More specifically, the score for
a matching iz the sum of the similarty scores for the pales [ pick. Shew that for any
0= & = 1, there i3 a set of socks, and similarity seoring funetlon as deseribed above, 8o
that if 1 pick socks in & particular order [ will get & score less than & times the score for
the best overall matching of this set of socks.



4. (10} points)  Amorbized Analysis.

A bank offers a combined savings,'checking account with options to depesit §1000 to the
savings sccount, deposit 31000 to checking, withdraw an integer moltiple of $1000 from
the savings account, withdraw an integer multiple of 1000 from checking, or transfer
an integer multiple of 81000 from the savings to the checking account. Each of these
operations has a certain overbead cost to the bank, but actually storing the money coats
them nothing, (In the event that wvoo attempt to withdraw more money from an scoount
than you actually have in that account, or to transfer more money from savings than you
hive in savings, the opecations fails and costs pothing to the bank] Below iz a table of
the aperations and the cverhead costs to the bank for sach of them |::u_'ﬂ1.|.1'.rbE o and .'3 Are
constants):

Oiption Actual Cost to the Bank
Deposit $1000 to Savings o

Deposit $1000 to Checking &

Withdraw & = 81000 om savings o+ kg

Withdraw &k = §1000 from checking o+ kG

Transfer k = §1000 from savings to checking || o+ k8

(a] Say vou open an accownt today with o balance of 8], Show that the bank can offset
the overhead costs from your first » operations by simply charging an (1) service
fes every time you deposit to savings or checking, That is, give an amount the bank
could charge so that, regardless of vour first & operations, the overhead would not
exceed the total service charge, and show why this fee would offset the overhesad
coste.



(b} Mow say the bank adds & sixth option: "transfer an integer muoltiple of 1000 from

{c

—

checking to sawings,” and assume that the bank decides it will still only charge &
gervice fee for deposits, and that this fee will still be copstant, Show that, no matter
what the service fee 18, vou could open a new account (also with an initial balance
of #0} and perform a series of operations 5o that the bank would lose momey,

(10 points)  Dynamic Progromoming.
Asgume you bhave an oot log (ie., a teee trunk, not a logerithm) that has a few
marks apraypainted on it, indicating that you need to saw it at these places For

exaraple, the log may ook like the one below:

i} 4 5 L] 10

where the pumbers indicate distance from the left end of the log. Assume further
that the cost of making a particular cut is the length of the section in which you
mieke the eut. For example, in the diagram, i we et fest at 4, then at 5, then at G,
the cost is 10 + & + 5.
Give an efficient, dypamic-programming algorithm for deciding the cheapest cut
order. More precisely, assume you are given a list L = (I, [z, ..., {;) of cuis, where
the ith cut §; B given as the distance between the keft end of the log amd the place
at which that cut iz to be made. (The above log would have the list L = (4,5, 6).)
Your algorithm should take such & list and output an ordersd list L that gives the
cuks in the cheapest order,



Also, give & big-Oh time bound for vour algosithm,




Comprehensive Exam: Algorithms and Concrete Mathematics

Autumn 2000

1. (10 points) Big-Oh notation, Running times

For each of the following functions, circle the best upper bound from among the choices
given. You only need to circle one answer in each case. For example, if you say that a
function is O(n), you do not need to also say that it is also O(n2?), O(nlogn), and so on.

(a) (1 points) f(n)=+\n
Choose: O(n) O(n?)
Answer: O(n)

(b) (I points)  f(n) = (vVn+1)(V/n-

Choose: O(n) 0O(n?)
Answer: O(n?)

(¢) (2 points)  f(n) = 422n3 + 5n%logn + 121231234

Choose: O(n) O(n?)
Answer: O(n®)

(d) (2 points)  f(n) =n"
Choose: O(n) 0O(n?)
Answer: None of the above.

For each of the following programs (or fragments thereof) give a good upper bound on
the running time of the algorithm using “big-Oh” notation, as a function of the value of

n.

(e) (2 points)

for i from 1 to n do
for j from i to n do

( something that is O(logn) )

Answer: O(n2logn)
(f) (2 points)

O(n®) O(logn)
1)v/n
O(n®) O(logn)
O(n®) O(logn)
O(n®) O(logn)

O(nlogn)

O(nlogn)

O(nlogn)

O(nlogn)

/* print n in binary if n > 1; mod runs in constant time */

bprint(n)
if n > 0 then
bprint(|n/2]);
print(n mod 2);

| o

ToLUTIONS

o(2m)

o)

o2

o™

none

none

none

none

AR

O



Answer: O(logn)

2. (20 points) Recurrences.
Solve each of these three recurrences. You may give an exact solution, or give a good
upper-bound using big-oh notation.

(a) (5 points) If f(n) = f(n/2) + logn, with f(1) =0, then find a closed form expres-
sion for f(n).
Answer: f(n) = (log’n + logn)/2 = O(log® n)

(b) (5 points) 1f g(n) = 2g(n/2)+/(n), with g(0) = 0 and g(1) = 1, then find a closed
form expression for g(n).
Answer: g(n) = 3%‘"—271 - 3[25"'—1\/— = O(n)

(c) (10 points)  If h(n) = h(n/2) + h(n/4), with h(0) = h(1) = 1, then find a closed-
form expression for h(n).
Answer: h(n) = Fiogn Where F, is the nth Fibonacci number.

3. (10 points) Matching.
One day, upon returning from the laundromat, I realize that, as usual, I've lost a few
O socks. In fact, no two of my socks are an exact match! Luckily, though, some of them are
close and I have a similarity scoring function: any two socks ¢ and j have an associated
score 0 < s;; < 1 which is large if they are very similar and small if they are very different.
Naturally, s;; = sj; for all z and j. I have an even number of socks and decide to try to
put my socks together two-by-two so as to maximize the sum of scores.

I decide to use the following greedy algorithm:

Repeat until all socks have mates:

e Pick a random unmated sock i.

e Among the other unmated socks, find the sock j so that s;; is maximum
(i.e., no other unmated sock k has sir > si;).

Show that this method may produce a poor matching. More specifically, the score for
a matching is the sum of the similarty scores for the pairs I pick. Show that for any
0 < & < 1, there is a set of socks, and similarity scoring function as described above, so
that if I pick socks in a particular order I will get a score less than d times the score for
the best overall matching of this set of socks.

Answer: Consider four socks, a, b, ¢, and d, with sg = 1, Spe = %, and all other scores
equal to 0. If the first sock I randomly pick is ¢, I will match it with b for a score of less
than &, where the best possible score (from putting a with b and ¢ with d) would be 1.



4. (10 points) Amortized Analysis.

A bank offers a combined savings/checking account with options to deposit $1000 to the
savings account, deposit $1000 to checking, withdraw an integer multiple of $1000 from
the savings account, withdraw an integer multiple of $1000 from checking, or transfer
an integer multiple of $1000 from the savings to the checking account. Each of these
operations has a certain overhead cost to the bank, but actually storing the money costs
them nothing. (In the event that you attempt to withdraw more money from an account
than you actually have in that account, or to transfer more money from savings than you
have in savings, the operations fails and costs nothing to the bank.) Below is a table of
the operations and the overhead costs to the bank for each of them (assume a and 8 are
constants):

Option Actual Cost to the Bank |
Deposit $1000 to Savings o

Deposit $1000 to Checking o

Withdraw & x $1000 from savings a+ kB

Withdraw k£ x $1000 from checking a+ kB

Transfer k£ x $1000 from savings to checking || o+ k3

(a) (5 points) Say you open an account today with a balance of $0. Show that the

bank can offset the overhead costs from your first n operations by simply charging
an O(1) service fee every time you deposit to savings or checking. That is, give
an amount the bank could charge so that, regardless of your first n operations, the
overhead would not exceed the total service charge, and show why this fee would
offset the overhead costs.
Answer: Amortized cost of 3o+ 2/) for each deposit to savings, and of 2(a+ 3) for
each deposit to checking. Every thousand dollars deposited to savings costs o + 8
exactly, and then can cost at most twice this much again, if it is transferred to
checking and then withdrawn (if it is withdrawn directly from savings, or if it is
transferred or withdrawn in along with more money, the individual cost of moving
just this thousand dollars is even less than 2(a + 3)). Therefore the cost given is
sufficient. A similar argument can be made for deposits to checking.

(b) (5 points) Now say the bank adds a sixth option: "transfer an integer multiple of
81000 from checking to savings,” and assume that the bank decides it will still only
charge a service fee for deposits, and that this fee will still be constant. Show that,
no matter what the service fee is, you could open a new account (also with an initial
balance of $0) and perform a series of operations so that the bank would lose money.

Answer: Assume the bank applies a constant fee of | for each deposit to savings,
and of m for each deposit to checking. Let k& = max(l,m). Simply deposit one



thousand dollars into savings and then transfer it back and forth over an over. If
you transfer it back and forth az_fﬁ_ times (rounding up to the nearest integer, of
course), you will cost the bank 2k.

5 P4 (10 points) Dynamic Programming.
Assume you have an I-foot log (i.e., a tree trunk, not a logarithm) that has a few
marks spraypainted on it, indicating that you need to saw it at these places. For

example, the log may look like the one below:

0 4 5 6 10

where the numbers indicate distance from the left end of the log. Assume further
that the cost of making a particular cut is the length of the section in which you
make the cut. For example, in the diagram, if we cut first at 4, then at 5, then at 6,
the cost is 10 + 6 + 5.

Give an efficient, dynamic-programming algorithm for deciding the cheapest cut
order. More precisely, assume you are given a list L = (ly,12, ..., lx) of cuts, where
the ith cut /; is given as the distance between the left end of the log and the place
at which that cut is to be made. (The above log would have the list L = (4,5,6).)
Your algorithm should take such a list and output an ordered list L’ that gives the
cuts in the cheapest order.

Also, give a big-Oh time bound for your algorithm.

Answer: First, let us define lp = 0 and lgy; =!. We will have a k+ 1 x k+ 1
array C where the ijth entry, c;; gives the cheapest cost of making the cuts between
l; and [; (not including the ith and jth cuts), when 7 < j. Initialize ¢;; = 0, for all
0<i<k+1,cit1=0forall0<i<k, c;,i+2=li+2—li,forallOSiSk—l. (1f
you care, set to zero all entries c;; where ¢ > j.)

Next, we will have another array D of the same dimensions, where the ijth entry di;
gives the first cut we should make between l; and [;, given that those two have been
made already. Initialize this array to have all —1s, if you like.

Now, for each g in 3...k+ 1, letting i range from 0 to k +1 — g, find d; i4+¢. How do
we do this? Well, ¢ ity = li+g — li + MiNich<itg Cih T Ch,i+g, SO, USING the array as
a lookup table, find the best value of h for this particular c¢;itg, and set ciitg and
d;,i+¢ accordingly. At the end, do k+1 will have the first cut, say [}, that you should
make, and you can figure out the next two cuts as do and dy , and so on.

This algorithm runs in time O(k?).
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Computer Science Department
Stanford University
Comprehensive Examination in Artificial Intelligence
Autumn 2000

October 31, 2000
PLEASE READ THIS FIRST

a, You should write your answers for this part of the Comprehensive Examination ina
BLUE BOOEK. Be sure to write vour MAGIC NUMBER on the cover of every blue book
that vou use.

b. Be sure you hawve all the pages of this exam. There are 4 pages in addition to this
cover sheet.

¢. This exam is OPEN BOOK. You may use notes, articles, or books - but no help from
people or compubers.

d. Show your work, since PARTIAL CREDIT will be given for incomplete answers. For
example, you can get credit for making a reasonable start on a problem even if the
idea or arithmetic does not work out. You can also get credit for realizing that certain
approaches are incorrect.

€. Points in this exam add up to 60. Points are allocated according to the number
of minutes we believe a student familiar with the material should take to answer
the questions. If you are somewhat less familiar with the material, a question may
easily take you longer than the number of points it's worth., Therefore be careful:
IF YOU ARE TAKING TOO LONG ON A QUESTION, WRITE DOWN WHAT-
EVER YOU HAVE AND MOVE ON.
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1 Search (8 points)

a. Uninformed Search

{i) {1 point) Describe or give an example of a search space where depth-first search
will perform much better than iterative deepening search

(ii) {1 point) Describe or give an example of a search space where breadth-first
search will perform much better than depth-first search

(iii) {1 point) Describe or give an example of a search space where depth-first search
will perform much better than breadth-first search

b. Heuristic Search

(5 points) A* search involves evaluating search paths via f = g + h, where g is the
lowest cost path to the current search state, and h is the heuristic function which
provides an optimistic estimate of the cost to a goal state. Now assume that the
heuristic function b is induced from a cost function between nodes A'{z,y) which
obeys the triangle inequality. (The triangle inequality says that the sum of the costs
from r to z and = to y must not be less than the cost from = to y directly.) Prove that
the f-cost along any path in the search tree is nondecreasing.

2 Logic: resolution (12 points)

{This question comes from (the late) Jon Barwise and (our new provost) John Ebchemendy.
It also appears in the exercises of Russell and Norvig.)
Consider the following statements:

If & unicorn is mythical, then it is immaortal, but if it is not mythical, then it is
a mortal mammal. If the unicorn is either immortal or a mammal, then it is
hormned. The unicorn is magical, if it is hormed.

From the above, can you prove that the unicorn is mythical? How about magical? Horned?
Use resolution for your proofs (using propositional logic is possible and acceptable).
Show:

a. (2 points) the basic logical translation of this text

b. (2 points) the translations of these into a form suitable for resolution theorem prov-
ing

c. (8 points) For each of the three unicorn properties (mythical, magical, homed), if it
can be proved, show your proof. If it can’t be proved, explain the justification for
being able to conclude that the fact that unicorns have this property doesn’t follow
from the information given.

14



3 Probabilistic models (12 points)

a. (1 point) A scientist tells us that 1/3 of all kangaroos have blue eyes, and 1/3 of all
kangarpos are left-handed. On the basis of this information alone, what bounds can
we place on the proportion of kangaroos that are both blue-eyed and left-handed?

b. (2 points) A loglinear model for the joint distribution of some number of categorical
vanables Xy, ..., X, takes the following general form:

L':'E-F{-H] = I, "'l-xr: - I-J [ E "IE"E'[I'!TJ
Ced

where each & C {1,...,n} (so & C 2{—m}). That is, zr is some subset of the T,
varables, and A-( 115 a funchion of this subset.
Show that all Bayvesian networks (“graphical models”) are loglinear models.

¢. {9 points) Consider this situation: You saw John talking to his boss. Later you saw

John looking upset. John may have been upset because his boss gave him a waming,.
Or he may be upset because his boyfriend left him.

(i} (1 point) Draw a suitable Bayesian network to represent the causal structure
among the 4 random variables B for boss talking to John, W for boss waming
John, U for John being upset, and L for his boyfriend leaving him.

(il) (1 point) Make up conditional probability tables for each node. [HINT: keep
the numbers simple. Use quarters, thirds, and halves![]

(iii) (4 points) Given the information above (B and U), calculate the probability that
John's boss warned him.,

{iv) (3 points) Calculate the probability that John's boss warned him given the
above information and that you know that his boyfriend left him.

Your answers may be approximate, but you should show your work

4 Learning (14 points)

a. (2 points) A circuit has two input values A and B whose values are either +1 for “true”’
or —1 for "false’. Design a perceptron (Linear Threshold Unit) network which com-
putes the function not (A or B). Draw the network and indicate clearly all weights
and threshold values (assume the network outputs 1 if the dotproduct of the weights
and the inputs is greater than some threshold t specified by each unit).

b. (3 points) We are trying to predict whether Comps questions are easy or difficult
(D) = + if they are difficult) based on two features:

L Whether they are long (1 = long)
M Whether they have a lot of math (1 = yes)

15



For training data, we have examined 12 Comps questions, and have collected the
following statistics, which we show twice: on the left are counts for the diferent
data patterns, and on the right the data is shown in a contingency table showing
— : + counts for each combination of the classificatory variables.

L M D count 5]
0 0 = 4 0 1
o0 0 + 1 L 0 4;l|{b:3
0 1 - 0 1112]10
0 1 + 3

1 0 - 1

1 o + 2

1 1 - 1

1 1 + 0

Draw a decision tree for this data (using information gain for node splitting, and
no stopping criterion or pruning, so that the tree is grown so long as there is some
classificatory feature that appears to have information about the target feature).

¢. (4 points) A Naive Bayes classifier for this problem predicts the target feature from
the prior and independently from the classificatory features as follows:

Choose d = arg maxy._ ; P(d)P(L = [|d)P(M = m|d)

(That is, it calculates the expression shown for both d = 4 and d = -~ and chooses
the value of d that gives the expression higher probability.) What classificatory de-
cisions would a Naive Bayes classifier make for each combination of classificatory
variables?

d. (3 points) Suppose we have 3 test data instances, whose correct classification we
know, as follows:

e |
|—-|—-EE:
+ + 1|

What is the decision of each classifier on each datum? Which does better overall?
€. (2 points) Is the better performance of one learner reasonable or surprising here?

5 Vision and Natural Language Processing (14 points)

a. (2 points) One can easily use a segmentation algorithm to find edges in images.
However, it is generally hard to use an edge detector to segment an image into
regions. Why doesn’t the cutput of an edge detector segment an image into regions?

-

16



b. {2 points) You want to design a vision system that uses shading information to re-
cover the three-dimensional geometry of the scene from pictures taken in the real
world. You don't know what will be in front of the camera. What key difficulties
are you going to face?

¢. {10 points) Write:

(i} {1 point) a set of phrase structure grammar rules
(ii) (1 point) a lexicon
(iii} {3 points) a set of meanings for words in the lexicon, and
(iv) (3 points) semantic combination rules for the grammar rules, in the form of a
definite clause grammar
for the sentenice:
Sydney is a bezutiful city.

You can assume that the adjective beautiful has intersective semantics, and that Syd-
ney is a constant - that is, a suitable semantic form for the sentence is: beauti-
fulisydney) & city(sydney). You may find it helpful to look at, but will need to ex-
tend, the grammar of Russell & Norvig pp. 665{f. In particular, the semantic forms
in your lexicon will need to include lambda-expressions, as shown there.

(v) {2 points) Discuss the most salient difficulties involving the semantics of this

sentence and your grammar for it which would make extending your grammar
difficult. :

17
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1 Search (8 points)

a. Uninformed Search

(i) (1 point) Describe or give an example of a search space where depth-first search
will perform much better than iterative deepening search

(if) (1 point) Describe or give an example of a search space where breadth-first
search will perform much better than depth-first search

(iii) (1 point) Describe or give an example of a search space where depth-first search
will perform much better than breadth-first search

b. Heuristic Search

(5 points) A* search involves evaluating search paths via f = g + k, where g is the
lowest cost path to the current search state, and k is the heuristic function for the
cost to a goal state. Now assume that the heuristic function & is induced from a
function between nodes h'(z,y) which provides an optimistic estimate of the cost
and which obeys the triangle inequality. (The triangle inequality says that the sum
of the costs from z to z and 2 to y must not be less than the cost from z to y directly.)

Prove that the f-cost along any path in the search tree is nondecreasing.

Answers

a. (i) The search space has only 1 choice at each point: it is a long linear chain, but it
is very deep. Depth first will do O(n) work while iterative deepening will do

O(n?).
(ii) The search space has a high branching factor, but there are goal states only 2

moves away from the start state, but for some other moves (including the first
one tried) the search state is extremely deep or infinite.

(iii) All paths in the search space are finite, there are no goal states near the start
state, but there is a goal state at the end of all branches. (Or: referring to a high
branching factor causing BFS to exceed available memory.)

b. The triangle inequality applied to a heuristic A says that k(n) < h'(n,n') + A(n’) for
any nodes n, n' (since the triangle inequality is true of any goal node g). Nonde-
creasing f-cost along a path means that the f-cost of a successor node is always at
least as large as that of the node itself.

Want: f(n) < f(n') if n’ € S(n), the successors of node n.
Le., want (rewriting this in terms of g and /): g(n) + h(n) < g(n') + A(n') if n’ € S(n).

Our aim is to show that this is implied by the triangle inequality. To do this, we
simply add g(n) to both sides of the triangle inequality:

g(n) + h(n) < g(n) + k' (n,n') + h(n)

A
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But if n' is a successor of n, then g(n) + k'(n,n’) < g(n') (as &’ is optimistic). Hence:

g(n) + h(n) < g(n') + h(n'), as required.

2 Logic: resolution (12 points)

(This question comes from (the late) Jon Barwise and (our new provost) John Etchemendy.
It also appears in the exercises of Russell and Norvig.)
Consider the following statements:

If a unicorn is mythical, then it is immortal, but if it is not mythical, then it is
a mortal mammal. If the unicorn is either immortal or a mammal, then it is
horned. The unicorn is magical, if it is horned.

From the above, can you prove that the unicorn is mythical? How about magical? Horned?
Use resolution for your proofs (using propositional logic is possible and acceptable).
Show:

a. (2 points) the basic logical translation of this text
b. (2 points) the translations of these into a form suitable for resolution theorem prov-
ing

O c. (8 points) For each of the three unicorn properties (mythical, magical, horned), if it
can be proved, show your proof. If it can’t be proved, explain the justification for
being able to conclude that the fact that unicorns have this property doesn’t follow
from the information given.

Answers

a. All statements about unicorns, so we don’t mention them in proposition names.

(i) Mythical — Immortal (i.e., Mythical — — Mortal)

(i) ~ Mythical — Mortal A Mammal (which is equivalent to ~ Mythical — Mortal,
- Mythical -+ Mammal)

(iii) (Immortal Vv Mammal) — Horned (which is equivalent to (Mortal vV Horned) A
(= Mammal v Horned))

(iv) Horned — Magical
b. The following clauses are the result (with obvious abbreviations):
(i) -My Vv -Mo
(i) My Vv Mo
(ii) My Vv Mam
VN (iv) MoV Ho

2]



(v) -Mam Vv Ho
(vi) -Ho v Mag

c. We use refutation proofs which will derive a contradiction if a set of sentences is
unsatisfiable.

(i) Is it mythical? We add -My. No empty clause (i.e., no contradiction) can be
derived. Refutation failure is a complete proof procedure for the propositional
calculus, i.e.,, KB A =P — False) +» (KB — P). Hence, the given clauses do
not entail that the unicorn is mythical.

-MyVv-Mo MyVMo MyvMam MoVHo -MamVHo -HoVMag -My
\/Mo am
ﬂMy Ho

Mag

(ii) Is it magical? We add ~Mag. The empty clause (i.e., a contradiction) can be
derived. Hence, the given clauses do entail that the unicorn is magical.

-MyVv-Mo MyVMo MyvMam MoVHo -MamVHo -HovMag -Mag

\,
—IHO O
Mo —Mam
\/

{}

(iii) Is it horned? We add —Ho. The empty clause (ie., a contradiction) can be
derived. Hence, the given clauses do entail that the unicorn is horned.

-Myv-Mo MyVMo MyvMam MovVHo -MamVHo -HoVMag -My

wam

T
{

3 Probabilistic models (12 points)

a. (1 point) A scientist tells us that 1/3 of all kangaroos have blue eyes, and 1/3 of all
kangaroos are left-handed. On the basis of this information alone, what bounds can
we place on the proportion of kangaroos that are both blue-eyed and left-handed? O

y
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b. (2 points) A loglinear model for the joint distribution of some number of categorical

variables X;, ..., X, takes the following general form:
lOgP(Xl =T1,... ,Xn = a;n) = Z Ac(zc)
cec

where each C C {1,...,n} (so C C 2{1~}). That is, z¢ is some subset of the z;
variables, and A¢(-) is a function of this subset.

Show that all Bayesian networks (“graphical models”) are loglinear models.

c. (9 points) Consider this situation: You saw John talking to his boss. Later you saw
John looking upset. John may have been upset because his boss gave him a warning.
Or he may be upset because his boyfriend left him.

(i) (1 point) Draw a suitable Bayesian network to represent the causal structure
among the 4 random variables B for boss talking to John, W for boss warning
John, U for John being upset, and L for his boyfriend leaving him.

(i) (1 point) Make up conditional probability tables for each node. [HINT: keep
the numbers simple. Use quarters, thirds, and halves!!]

(iii) (4 points) Given the information above (B and U), calculate the probability that
John's boss warned him.

(iv) (3 points) Calculate the probability that John's boss warned him given the
above information and that you know that his boyfriend left him.

Your answers may be approximate, but you should show your work

Answers
a0<p<1/3

b. Suppose the Bayesian network has k£ nodes. In a Bayes net, due to the Markov
assumption, the joint probability can be expressed as follows:

P(X,=z1,..., X = z;) = [| P(Xi|Pa(X5))

i=1

where Pa(X;) are the parent nodes of X; in the directed graph. It was accepted to
say that the \c were these conditional probability functions, and the result is thus
in the form required. But this was a little imprecise, since z¢ was specified as a set,
whereas doing things this way requires that one member of the set be distinguished.

So, fori=1,...,k, let C; = {X;} U Pa(X;) and let Cyy; = Pa(X;). Fori =1,...,k,
let A, be the joint probability of the variables given as arguments, and for ¢ =

k+1,...,2k, let \c, be the inverse of the joint probability of the variables given
as arguments.

44
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Then:
2k

P(X1 =$1,...,Xk =$k) = H)‘C.'(XCg)

i=1

Taking logs of both sides we now have a loglinear model in the form required.

c. (@ B
1
w L
Y v
8]
(ii) A possible answer
B -~B L -~L
0.1 0.9 02 038
W ~W U -~U

B 03 07 W, L 0.9 0.1
~B 0.1 09 W,~L 08 02
~W,L 0.7 03
~W,~L 0.1 0.9

(iify We are interested in P(W|B,U) = P(W, B,U)/P(B,U). From first principles:

P(B,L,W,U) = P(B)P(L)P(W|B)P(U|W,L) = 0.1 x 0.2 x 0.3 x 0.9 = 0.0054
P(B,~L,W,U) =0.1x 0.8 x 0.3 x 0.8 = 0.0192
P(B,L,~W,U) =0.1 x 0.2 x 0.7 x 0.7 = 0.0098

P(B,~L,~W,U) =0.1 x 0.8 x 0.7 x 0.1 = 0.0056

So,
0.0054 + 0.0192 0.0246
P(W|B,U) = 0.0054 + 0.0192 + 0.0098 + 0.0056 ~  0.04 0.615
(iv) And 0.0054 54
.005 )
P(W|B,U,L) = 0 _ 90054 0.355

~0.0054 4+ 0.0098 ~ 0.0152

The lower probability estimate here shows the phenomenon of “explaining
away".

4 Learning (14 points)

a. (2 points) A circuit has two input values A and B whose values are either +1 for "true’
or —1 for 'false’. Design a perceptron (Linear Threshold Unit) network which com-
putes the function not (A or B). Draw the network and indicate clearly all weights
and threshold values (assume the network outputs 1 if the dotproduct of the weights
and the inputs is greater than some threshold ¢ specified by each unit).
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b. (3 points) We are trying to predict whether Comps questions are easy or difficult
(D = + if they are difficult) based on two features:

L Whether they are long (1 = long)
M Whether they have a lot of math (1 = yes)

For training data, we have examined 12 Comps questions, and have collected the
following statistics, which we show twice: on the left are counts for the diferent
data patterns, and on the right the data is shown in a contingency table showing
— : + counts for each combination of the classificatory variables.

L M D count M
0 0 - 4 0 1
0 0 + 1 L 0]41]03
0 1 - 0 111:2]1:0
0 1 + 3

1 0 - 1

1 0 + 2

1 1 - 1

1 1 + 0

Draw a decision tree for this data (using information gain for node splitting, and
no stopping criterion or pruning, so that the tree is grown so long as there is some
classificatory feature that appears to have information about the target feature).

c. (4 points) A Naive Bayes classifier for this problem predicts the target feature from
the prior and independently from the classificatory features as follows:

Choose d = argmax,_(_ ;3 P(d)P(L = l|d)P(M = m|d)

(That is, it calculates the expression shown for both d = + and d = — and chooses
the value of d that gives the expression higher probability) What classificatory de-
cisions would a Naive Bayes classifier make for each combination of classificatory
variables?

d. (3 points) Suppose we have 3 test data instances, whose correct classification we
know, as follows:
L M D
0 0 -
I 1 +
0 1 +

What is the decision of each classifier on each datum? Which does better overall?

e. (2 points) Is the better performance of one learner reasonable or surprising here?
24



(iii)

(iv)

v)

Adj — beautiful
N — city

Sydney sydney

is APMz.P(x)

a

beautiful Mz.beautiful(z)
city Az.city(z)

S(rel(subj)) — NP(subj) VP(rel)

NP(val) — PN(val) |

NP(\z.(adj(z) A n(z))) — (Det) Adj(adj) N(n)

VP(rel(obj)) — V(rel) NP(obj)

This grammar just ignores the article a, but it would need a (probably different)
semantic translation when a is used in a subject or object NP. The complement
NP is here a property, and not quantificational as in most uses of NPs in natural
languages. (Also, is is just an identity function, but is treated as a higher order
function to make parallel to other verbs. Not all adjectives are intersective.)

109
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Comprehensive Exam: Autumn 2000-01

Automata and Formal Languages (60 points)

Problem 1. [10 [_'H:Ini]:ltﬂ]

Consider the language [ defined by the regular expression 00°10. Provide a PDA M for this
language using as few stafes as possible. Note that there is a PDA with only 1 state and
that the number of points vou get will depend on the number of states used in your solution.

Problem 2. {18 points
Decide whether the following statements are TRUE or FALSE. You wuill receive § points for
each correct answer and -2 points for each incorrect answer,

1. If L; and Ly are both non-regular, then Ly N Ly must be non-regular,

2. L={we {a,b e} | wdoes not contain an equal number of occurrences of a, b, and ¢}
is context-free.

3. Let L represent the language of a non-deterministic finite-state automaton N; then,
swapping the final and non-final states of V gives a machine V' whose language is the
camplement of L.

4. Assume that P 2 NP. If L, is in P and L is in NP, then L; N L, must be in P.
A, If L; and I» are both in NP, then L,.L; must be in NP.

6. If L, is context-free and L2 is NP-complete, then L, U L; must be NP-complete.

Problem 3. [12 points]

Classify each of the following languages as being in one of the following classes of languages:
emply, finite, regular, contert-free, recursive, recursively enumersble. You must give the
smallest class that contains every possible language fitting the following definitions. For
example, the language of a DFA M could be emply or finite, and must always be context-
free, but the smallest class that is appropriate is regular.

1. The language L = {a'¥efd' | i =k and j = I}.

2. The set of strings from {0, 1}* which, when viewed as integers written in binary, are
divisible by 3.

3. The language of a non-deterministic finite state automaton (NFA) with only two states.

4. The laneunage of a non-deterministic push-down automaton (NPDAT with onlv one
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5. The complement of a language L that belongs to P (polynomial time) but is not
context-free.

6. A language L to which we can give & polynomial-time reduction from an undecidable
language.

Problem 4. [10 points|

Using a reduction from a known undecidable problem, prove that the following problem is
undecidable: Determine whether a Turing machine M halts on all inputs from {0,1}" that
represent a valid encoding of some Turing machine. (You may assume any standard scheme
for encoding a Turing machine into a string of 0's and 1's.)

Problem 5. [10 points]|
Recall the decision problems called 2-SAT and 3-SAT. These are the versions of the satish-
ability problems for 2-CNF and 3-CNF boolean formulas, respectively.

a). Prove that 2-5AT is polynomial-time reducible to 3-SAT. (Describe a reduction and
justify its correctness. )

b). Given that 3-5AT is NP-complete, is the result in part (a) sufficient to prove the
NP-completeness of 2.SAT? Explain.
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Comprehensive Exam: Autumn 2000-01

Automata and Formal Languages (60 points)
Sample Solutions

Problem 1. [10 points]

Consider the language L defined by the regular expression 00*10. Provide a PDA M for this
language using as few states as possible. Note that there is a PDA with only 1 state and
that the number of points you get will depend on the number of states used in your solution.

Solution:

The following PDA with only 1 state accepts the language L(00*10) by empty stack. The
PDA has the following components: Q = {¢}, = ={0,1}, ' = {Zo,X,Y}, @0 = ¢, and
F = {}. The transition function is as follows:

6(q,0, Zo) {(g, X)}
8(¢,0,X) = {(a,X)}
8(g,1,X) = {(@Y)}
8(¢,0,Y) = {(g,9)}

Problem 2. [18 points]
Decide whether the following statements are TRUE Or FALSE. You will receive 3 points for
each correct answer and -2 points for each incorrect answer.

1. If L, and L, are both non-regular, then L; N L, must be non-regular.

2. L ={w € {a,b,c}* | w does not contain an equal number of occurrences of a, b, and ¢}
is context-free.

3. Let L represent the language of a non-deterministic finite-state automaton N; then,
swapping the final and non-final states of N gives a machine N’ whose language is the
complement of L.

4. Assume that P # NP. If L; isin P and L, is in NP, then L; N L, must be in P.
5. If L, and L, are both in NP, then L,.L, must be in NP.

6. If L, is context-free and Lo is NP-complete, then L, U Ly must be NP-complete.

Solution:

1. False
2. True



3.
4.
3.
6.

False
False
True

False

Problem 3. [12 points]

Classify each of the following languages as being in one of the following classes of languages:
empty, finite, regular, context-free, recursive, recursively enumerable. You must give the
smallest class that contains every possible language fitting the following definitions. For
example, the language of a DFA M could be empty or finite, and must always be contert-
free, but the smallest class that is appropriate is regular.

1.
2.

The language L = {a’b'c*d! | i = k and j = (}.

The set of strings from {0,1}* which, when viewed as integers written in binary, are
divisible by 3.

The language of a non-deterministic finite state automaton (NFA) with only two states.

The language of a non-deterministic push-down automaton (NPDA) with only one
state.

The complement of a language L that belongs to P (polynomial time) but is not
context-free.

A language L to which we can give a polynomial-time reduction from an undecidable
language.

Solution:

Recursive
Regular
Regular
Context-free
Recursive

Recursively-enumerable
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Problem 4. [10 points]

Using a reduction from a known undecidable problem, prove that the following problem is
undecidable: Determine whether a Turing machine M halts on all inputs from {0,1}* that
represent a valid encoding of some Turing machine. (You may assume any standard scheme
for encoding a Turing machine into a string of 0’s and 1’s.)

Solution:

Let Ly = {< M >| M halts on any input w which is a valid encoding of a Turing machine}.

The halting problem is undecidable: Determine whether a Turing machine M halts on a
particular input w. We define the language Ly = {< M, w >| M halts on w} to represent
the halting problem.

We will give a reduction from Ly to Ly, thereby establishing the undecidability of
L. Given an instance of the halting problem, say M and w, the reduction constructs a new
Turing machine M’. The machine M’ ignores its input and simulates M on input w. Clearly,
if M halts on w, then M’ halts on all w' which are valid encodings of Turing machines (in
fact, it halts on all inputs w'). Furthermore, if M does not halt on w, then M’ does not halt
on any w'. It follows that < M,w >€ Ly if and only if M’ € L, establishing the validity
of the reduction. Since the reduction is easy to compute, it follows that Ly, is undecidable.

Problem 5. (10 points]
Recall the decision problems called 2-SAT and 3.SAT. These are the versions of the satisfi-
ability problems for 2-CNF and 3-CNF boolean formulas, respectively.

a). Prove that 2-SAT is polynomial-time reducible to 3-SAT. (Describe a reduction and
justify its correctness.)

b). Given that 3-SAT is NP-complete, is the result in part (a) sufficient to prove the
NP-completeness of 2-SAT? Explain.

Solution:

a). We describe a polynomial-time reduction from 2-SAT to 3-SAT. Given a 2-SAT
formula F(X, ..., Xn), the reductions a 3-SAT formula G(Xi, ..., Xn, Z, 4, B) as follows.

We create 3 new variables Z, A, and B. For each clause X;U X in F, we create a clause
X;UX;UZ in G. Also, we add to G four additional clauses: ZUAU B, ZUAUB, ZUAUB,
and Z U A U B. Quite clearly, the reduction can be computed in polynomial time. We now
establish the validity of the reduction by showing that F has a satisfying truth assignment
if and only if G has a satisfying truth assignment.

If F has a satisfying truth assignment, we can get a satisfying truth assignment for G as
follows: use the same truth values for Xi,..., Xn and Z, A, B to TRUE don'’t care about A
and B). It is easy to verify that G is satisified by this truth assignment.

If G has a satisfying truth assignment, then 7 must be set to TRUE; otherwise, there
is no way to satisfy the four additional clauses. It follows that the same truth assignment,
restricted to Xi, ..., Xn, is a satisfying truth assignment for F.

b). No, this is not sufficient to prove the NP-completeness of 2-SAT. A reduction from
3-SAT to 2-SAT would have implied the NP-hardness of 2-SAT, but this reduction is in the
reverse direction. In fact, 2-SAT can be solved in polynomial time and hence is unlikely to
be NP-complete.
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4 AOMP

Compilers Comprehensive, November 2, 2000

O This is a 60 minute open book exam (but do not use computers). All answers should be written
in the blue book (not on the exam). Clear, organized answers to essay questions is important.

1.

2.

(10 points) In your blue book, indicate whether each language is LL(1), LR(1), both, or
neither. LU N ? LRO)
(a) S— aSalaSblc A0 . Sesr(od o) N Ciret (uSb) +¢ yes
(b) S — Sa|bS|c no. leS¥ recursive 1/\09
(c) § - aSalpSle es | no priblems by grocess < &\s‘ - |1
-

(d) S — aSalbSble o, Serlese) N Rlwls) ? P o ye s
(e) S — Salblc nNo, lefr recursive

(20 points)

The following YACC grammar parses simple Polish expressions (e.g., *+12+34, which is equal
to 21).
Show what actions need to be added to print the equivalent reverse Polish expressions (e.g.,

12+34+%). Assume that the lexical analyzer returns the numerical value of the number de-
scribed by NUM

%token NUM

W

S : R

R : NUM { printf("'/.d no$1); )
I 142 R R
| '’ R R

Now add actions to print Polish expressions, given reverse Polish:

S . R

R : NUM
l RR 14
| RR I x?



AOCC

3. (20 points) Describe some well-known compiler optimizations that could be usefully applied
to the following code, and why they would improve the code. Be specific about what parts of
the code would be improved and why. The most basic optimizations will count most heavily
in grading this question.

struct s {
int f1;
double £2;
};

struct s A[100];
extern f(struct s *);

int main(void)
{
int i;
for (i=1; i<100; i++) {
A[il.f1 = A[i-1].f1 - 1;
}

return f(A);
}

4. (10 points) This question asks for practical reasons to prefer one way of writing parser over
another.

(a) Give three good reasons to write a recursive descent parser by hand, even though highly
efficient automatic parser generators are freely available.

(b) Give three good reasons to use an LALR parser generator such as YACC instead of
writing a recursive descent parser by hand.



Solutions to Compilers Comprehensive, October 2000

lomp
TPLLTT LIS .

C

This is a 60 minute open book exam (but do not use computers). All answers should be written
in the blue book (not on the exam). Clear, organized answers to essay questions is important.

1.

(10 points) In your blue book, indicate whether each language is LL(1), LR(1), both, or

neither.

(a) S — aSalaSblc
(b) S — Sa|bS|c
(c) S — aSa|bS|c
(d) S — aSa|bSb|e
(e) S — Salblc

Solution

There were two interpretations of this problem: (1) Can the grammar be rewritten into
an equivalent form that has the desired property; (2) does the grammar have the desired
property as it is given. I intended the second interpretation, but graded by guessing what

interpretation the student had in mind.

Here are the answers for the first interpretation:

(a) S — aSalaSb|c both
(b) S — SalbS|c both

(c) S — aSa|bS|c both

(d) S — aSa|bSble neither
(e) S — Salb|c both

Here are the answers for the second intepretation:

(a) S — aSalaSblc LR(1) (not LL(1) because not left factored)
(b) S — Sa|bS|c Neither (ambiguous)

(c) S — aSalbS|c LL(1) and LR(1)

(d) S — aSa|bSb|e Neither (not a deterministic CFL)

(e) S — Salblc LR(1) but not LL(1) (left recursion)



O 2. (20 points)

The following YACC grammar parses simple Polish expressions (e.g., #+12+34, which is equal
to 21).

Show what actions need to be added to print the equivalent reverse Polish expressions (e-g.,
12+34+*). Assume that the lexical analyzer returns the numerical value of the number de-
scribed by NUM

%token NUM

%h

S i R

R : NUM { printf("%d ", $1); }
| ’+> R R
| x> R R

Solution:

O : "
R : NUM { printf("%d ", $1); }

| '+> R R { printf("+ "); }
| 'x> R R { printf("* "); }

Now add actions to print Polish expressions, given reverse Polish:

S : R

R : NUM
| R R+
| RR ’%x°
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Solution. O

If we use the same actions from the previous solution, the result prints in RPN, not PN (the
operators are printed after the reductions of the R'’s).

Here’s something else that doesn’t work:

I { print("+ "); } RR ’+’

The problem is a shift/reduce conflict: shift NUM (from R — NUM) or reduce the implicit
production M; — € that was added for the new action?

It is difficult to output the result on-the-fly during parsing because the last operator in the
input has to be printed first. We have to parse the whole input before we can print anything.
"The solution before builds up the entire output in a string, then prints it at the end of parsing.
Another approach would be to build a tree and then print it in PN.

S : R { printf("%s\n", $1); }
R - NUM
{
char *str = (char *) calloc(1,12);
sprintf (str, "%d", $1); $$ = str;
) O
R R ’+’
{

char *str = (char *) calloc(1l, strlen($1l) + strlen($2) + 1);
sprintf(str, "+ %s %s", $1, $2); $$ = str;

}

R R )%

{
char *str = (char *) calloc(1l, strlen($1) + strlen($2) + 1);
sprintf(str, "* %s %s", $1, $2); $$ = str;

}
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3.

(20 points) Describe some well-known compiler optimizations that could be usefully applied
to the following code, and why they would improve the code. Be specific about what parts of
the code would be improved and why. The most basic optimizations will count most heavily
in grading this question.

struct s {
int £f1;
double £2;
};

struct s A[100];
extern f(struct s *);

int main(void)
{
int i;
for (i=1; i<100; i++) {
A[i].f1 = A[i-1].f1 - 1;
}

return £(A);
}

Solution

There is significant variation in terminology, and sometimes the same effect can be achieved
from different avenues. Here is a sample answer.

Unoptimized, computing the address of A[i] requires generating code to do something like:

globalsaddress + Aoffset + 12 * 4 * fetch(stackpointer + localsoffset + ioffset)

where “globalsadress”, “Aoff”, “localsoffset” and “ioffset” are all constant. Constant-folding
could compute globalsaddress+Aoffset, localsoffset+ioffset, and 12*4 before the pro-
gram is run (at compile time and load time).

stackpointer+localsoffset+ioffset (getting the variable i) will appear twice, so Common
subezpression elimination could be used to compute it only once (and save the result for later
re-use). A sophisticated compiler could attempt to do algebraic transformations to make the
address of A[i].fl into a common subexpression (A[i-1].£1 is a constant offset from this), but
re-arranging expressions in the right way is not necessarily easy.

The loop optimization Reduction in strength could be used to avoid multiplying by 48 every
time the array is indexed in the loop (instead, 48 could be added to the array address each
time).

If the loop were unrolled, there would be an opportunity to eliminate a different cormmon
subexpression, since the address of A[i] on one iteration is the same as A[i-1] on the next.
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4. (10 points) This question asks for practical reasons to prefer one way of writing parser over

another.

(a) Give three good reasons to write a recursive descent parser by hand, even though highly
efficient automatic parser generators are freely available.

Solution:

The grammar is simple, and I don’t want to require people building the system to
have YACC.

No good parser generator is available (e.g., in the early days of Java).

Greater flexibility, e.g., to look ahead more than one symbol or use other information
to decide on an action.

Error recovery may be more flexible and understandable.

etc.

(b) Give three good reasons to use an LALR parser generator such as YACC instead of
writing a recursive descent parser by hand.

Solution:

It’s easier, because parser construction is automatic.

LALR(1) parsing is more powerful than recursive descent, which is basically LL(1).
E.g., left recursion in the grammar works.

The context free grammar is more readable, and is easier to make consistent with
the source language specification.

The resulting parser is likely to be faster.

etc.
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Computer Science Comprehensive Examination
Computer Architecture
[60 points]

This examination is open book. Please do all of your work on these sheets. Do not do your work in a blue
book.

Number:

Problem | Max Score | Your Score
1 30

2 24

3 24

4 22

TOTAL 100

The following is a statement of the Stanford University Honor Code:
A. The Honor Code is an undertaking of the students, individually and collectively:

(1) that they will not give or receive aid in examinations; that they will not give or
receive unpermitted aid in class work, in the preparation of reports, or in any other
work that is to be used by the instructor as the basis of grading;

(2) that they will do their share and-take an active part in seeing to it that others as
well as themselves uphold the spirit and letter of the Honor Code.

B. The faculty on its part manifests its confidence in the honor of its students by refraining
from proctoring examinations and from taking unusual and unreasonable precautions to
prevent the forms of dishonesty mentioned above. The faculty will also avoid, as far as
practicable, academic procedures that create temptations to violate the Honor Code.

C. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work together to establish optimal conditions for honorable
academic work.

By writing my “magic number” below, I certify that I acknowledge and accept the Honor
Code.

O

(Number)

Autumn 2000 Page 1 Architecture Comp V0.1
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Problem 1 : Short Answer [ 3 points each, 30 points total]

A. Compared to an 8K direct-mapped cache, what type of misses will a 16K direct-mapped cache have
fewer of? Circle all that apply.

a) compulsory@—
(b) conflict
(cYeapacity

B. Which instruction set is better able to express instruction-level parallelism?

(a) An accumulator instruction set
@ three-address general-register instruction set

% C. Which mean should be used to combine execution speeds expressed in(igs_trgc_:tiﬁlf/’.;,a Circle all that

apply.

(a) Arithmetic mean ]T
(b) Geometricmean __—

dcy Hanmonic mean

D. A machine with register renaming is able to reorder instructions without regard to what type of
dependencies? Circle all that apply.

(a) Data dependencies % MY

(b) Output dependencies /&
(c) Anti-dependencies \n/ P
(d) Control dependencies broret

E. Adding accurate branch prediction to a processor reduces the impact on performance of which pipeline
latency? Circle all that apply. Assume that branch target and branch condition are computed during
the execution stage of the pipeline.

(2) From the completion of execution to where the results are available from a register.

‘g}“\ <~%(b) From the register stage to where the results of execution are available
@"\ (c) From the register stage to where the results of a memory load are available
QV " ~—=(d) From the fetch stage to the register stage.

F. In the steady state, what will be the prediction accuracy of a one-bit branch predictor on the repeating
sequence TTTTNTTTN (T=taken, N=not taken)?
1

{ A §/q"— Sé%

FDRE MW

Autumn 2000 Page 2 Architecture Comp V0.1
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G. An instruction for protected subsystem entry (sometimes called system call) must change which subset
of the following five things atomically? (circle all that apply)

a) The contents of a data register
e program counter (sometimes called instruction pointer)

The contents of the page table
) The contents of the cache
( fhe privilege level
H. Suppose that cache A, a 16K-byte fully-associative cache, cache B, a 16K-byte direct-mapped cache,
and cache C, a 4K-byte fully-associative cache are all referenced with an identical address sequence.

All caches use a true least-recently used (LRU) replacement policy. Which of the following statements
are true: (circle all that apply)

'A will contain a superset of the data in C
%(c) B will contain a superset of the data in A
%(d) B will contain a superset of the data in C

{@A will contain a superset of the data in B

I Ina 64K-byte four-way set-associative cache with 128-byte blocks, how large is the index field used to
address the cache array? (write down the number of bits)
R 2’

> e &
~ 7 ?-q \,\ux S - 2
2 )" b

J. Ifthe cache of question I is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for correct operation? (write down the number of bits)

) g~

Db TR W R N N

Autumn 2000 Page 3 Architecture Comp V0.1
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Problem 2 : Pipeline Architecture [24 points total]

Consider a memory-to-memory machine with the following pipeline stages:

IF Instruciton Fetch | Fetch instructions

SA | Source Address Compute address of source operands

DF | Data Fetch Fetch source operands from memory and/or registers

X Execute Execute arithmetic operations and compute destination address
DS | Data Store Store results to memory or register

The destination operand for each instruction may be either a memory location or a register. Also, at

most one source operand may be a memory location. The second source operand is always a register.
Thus, for each operation type, op, this machine provides the following four types of instructions:

RR R <-
MR R <-
RM M <-
MM M <-

R op R Register to register
R op M Memory to register
R op R Register to memory
R op M Memory to memory

(8 Points) Assume for now that each pipeline stage operates in one clock cycle, that there are no cache
misses, that there is bypassing of registers but not of memory, that there is no memory disambiguation,

that a store must complete before a load to the same location can take place, and that there are no
resource conflicts. Consider the following instruction sequence:

=W NP

8 (R3)—<~ R4 + RS
R6 ~_ <R+ 16 (R7)
12(NR6 ™8 (R3)

4 (R1) <-¢R6 + 4 (R3)

Note that because there is no disambiguation, the hardware cannot tell whether 8(R3) (the address

formed by adding 8 to the contents of R3) is the same as 16(R7). Draw a pipeline diagram showing this
code executing and show all data dependencies. (Hint: Your pipeline diagram should have a row for each
instruction and a column for each clock cycle — you may use the table below as a guide or draw freehand.

Indicate each dependency with an arrow between the source and destination).

: Vo
\v [oh [oF [ [OS
W& [Shi=| — [DF [ X | DS
\F | | = |5A [DF | X [ DS
— | =T ww[sahl —]—1pF BS
Autumn 2000 Page 4 Architecture Comp V0.1

L d




O B. (8 Points) Now assume that the hardware does do disambiguation and as soon as the addresses are
calculated is able to show that 8(R3) is a different address than 16(R7). Draw the pipeline diagram for
this case, again showing dependencies. (If you need to you may also assume that 12(R1), 4(R1), and
4(R3) are also different addresses).

\E | SA| DF| K oS
\F [ SA SFly IDS
Fe| sA| — | P¥| R | DS
Te| — [ 5&A[ e | X S

C. (8 Points) Now, starting with the machine of part B, assume that there is only a single memory port
that must be shared between the DF and DS stages. Again draw the pipeline diagram for this case
showing dependencies and identifying resource conflicts.

\¢ [ SA | DF| A S
Ir [5A | bE| X | DS
T | SAl — [ — [ ofr| x [ DS
| — |— | salOF | X | DS
Autumn 2000 Page5 . Architecture Comp V0.1
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3. Virtual memory [24 points total]

Consider a hypothetical machine with one-byte virtual addresses consisting of a 4-bit page field and a
4-bit offset field. The page field of a virtual address references a page table stored in page 0 of physical
memory. Each entry of the page table is either the index of the page frame in physical memory that
contains the page in question or the constant FF if the page is not in physical memory. At a given point in
time the page 0 of physical memory has the following entries (all numbers are in hexadecimal):

0: 07 8: 06
1: 01 9: 02
2: 03 A: FF
3: FFOb B: 05
44: 00 C: FF
5: FF D: FF
6: FF E: FF
7: FF F: 04

A. [4 points] What physical address, if any, corresponds to virtual address 17 (hex)?

|#

B. [4 points] What virtual address, if any, corresponds to physical address 47 (hex)?

F2

C. [4 points] What physical address, if any, corresponds to virtual address 77 (hex)?
no ne

D. [4 points] Is the mapping from virtual addresses to physical addresses one-to-one? Explain your

answer?
Moty Vo can Map Fo  Same .

.. E. [8 points] To what virtual addres$ would one write to, and what value should be written to that location

to map virtual addresses‘30-3Fl to physical addresses 60-6F?l

5

- o-6F YRE
\\06‘/ N\)l\o 113

W5

Autumn 2000 Page 6 Architecture Comp V0.1
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4. [nstruction Issue [22 points total]
Consider the following instruction sequence:

LD
LD
ADD
LD
ADD
MUL
ADD

S oy WN -

X,R1
Y, R2
R1,R2,R3 ;
Z,R4
R3,R4,R5 ;
R5, 3,R6 ;
R2,R4,R7 ;

R3 <-

R5 <-
R6 <-
R7 <-

R1

R3
R5
R2

+
*

+

R2

R4
3
R4

You may assume that all arithmetic operations have two-cycle latency and all loads have three-cycle
latency. That is, the result of an arithmetic (memory) operation is available two (three) cycles after that
operation enters the first execution stage of the machine. Also assume that there is full bypassing, that all
loads hit in the cache, and that an arbitrary number of loads (and arithmetic operations) can be in flight at a
single time. Hint: you need only consider the execution and memory stages of the pipeline to answer this

question.

A. [6 points] How many cycles does this sequence take to execute on a single-issue in-order machine?
Measure time from the cycle that the first instruction issues (enters the execution stage) to the cycle in

which the result of the last instruction is available for use. Show your work.

| X 3(
ax&x
‘ XX

,,'Jﬁ‘\u'{—(:w

XXXR\ |

| |

A

B. [5 points] If issue order and resources are not limited, what is the shortest time this sequence of
instructions could take? Show your work.

Autumn 2000

Page 7

U7

Architecture Comp V0.1



C. [5 points] How many cycles does this sequence take to execute on an in-order machine with multiple C
issue (assume an issue width as wide as you need)? Show your work

D. [6 points] Can you statically reorder the code to give the wide in-order machine of part C the
performance bound of part B? If so, show the new ordering.

Autumn 2000 Page 8 Architecture Comp V0.1



DB

Stanford University Computer Science Department
2000 Comprehensive Exam in Databases

¢ The exam 13 open book and npfes.

s  Answer all 6 questions on the exam paper itself, in the space provided for each ques-
tion.

* The total number of points is 60; questions may have differing point values,

* You have 60 minutes to complete the exam (i.e., one minute per point). It is suggested
vou review the entire exam first, in order to plan your strategy.

e  Simplicity and clarity of solutions will count, You may get as few as 0 points for
a problem i vour solution is far more compheated than necessasy, or of we cannot
understand vour selution.

Provide your magic number here:

A. The Hopor Code is an undertaking of the students, individually and collestively:

(2] that they will oot give or receive ald in examipations; that they will not give or
receive yppermitbed aid in class work, [n the preparation of reports, or fo any other
work that is to be used by the instructor as the basis of grading;

(2) that they will do their share and take an active part in seeing to it that othars as
well az themselves uphold the spirit and letter of the Honor Code.

B. The faculty on its part manifests its confidence In the bonor of its students by refraining
from proctoring examinations and from taking unusual and uareasopable precautions to
prevent the forms of dishonesty mentiomed above. The feculty will also-avodd, as far as
practicable, academic procedures that create temptations to violate the Honor Code.

. While the faculty alone has the right and obligation to seb academic requirements, the
students and faculty will work together to establish optimal conditions for boporable
academic work.

By writing my “magic number® below, I certify that | acknowledge and accept the Honor
Code.

48



Problem 1: (10 points) Suppose relation A{A B, C, D, E) has functional dependencies

4= R
BC —= D
BE = (
Al = FE
CE— A

a) What are all the keys of B?

b} Of the five given FD's, which viclate the BCNF condition?

c) (M the five given FDVs, which viclate the 3NF condition?

Problem 2: (10 points) Below is an entity-relationship diagram:

® S
P]B}'E['E '—®¥- Teams L-Eﬁgu:s

D @ @ &

a] Choose a relational database schema that represents this E/R diagram as faithfully
as possible. Do not use a relation if its information is sure to be contained in some
other relation of your schema.
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b}  Suppose that we delete the S5# attribute from Plagyers. Exploit the fact that a team
will not give the same number to two players in order to find a similar E/R diagram
with a suitable key for Players. Draw your diagram below:

¢)  Convert vour E/R diagram from (b) to an appropriate relational database schema.

Problem 3: {10 points) A database system, containing of two objects A and B executes
three transactions: T7, T and T3. Initially A has a value of 10, and B a value of 20.

Ty: First writes a value of 30 for A; then changes B to 40. Finally, T) commits. T} runs
with isolation level SERTALIZABLE.

T3: Starts by changing A to 50, then modifies B to 60. At this point T; does a rollback,
and all changes are undone. T; runs with isolation level SERTALIZABLE.

Ty: Is a read-only transaction that first reads A and then reads B. The isolation level of
Ts s discussed below,

We do nof know in what order these three transactions execute.

a) Assume that T4 runs with isolation level SERIALIZABLE. What are all the possible A,
B values that T; can read? Give each answer as a pair [X, Y], where X is the 4 value
read, and ¥ is the B value read by Th.
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b] Assume that T3 runs with isolation level READ COMMITTED. What additional 4, B
values can T} read? [Do not list pairs given in part (a).]

e} Assume that T3 runs with isolation level READ UNCOMMITTED. What additional 4, B
values can T3 read? [Do not list pairs given in parts (a) or (b).]

Problem 4: (5 points) Suppose we have a relation with schema ABC D, the functional
dependency 4 — B and the multivalued dependency 4 — C. Give five other nontrivial
multivalued dependencies that R must satisfy (L.e., MVD's that follow logically from the
two given dependencies). Note that for a MVD to be nontrivial, its left and right sides
must have no attribute in common, and there must be some attribute that is in neither
the left nor right side.

Problem 5: (20 points) Consider the following relation:
Adviszedi{Aidvisor, Student, Year)

A tuple (A, 5,Y) in Advised specifies that advisor A advised student 5 who graduated in
vear Y. Assume that Student is & key for this relation.

a) Consider the following SQL query, which finds all advisors who advised a student who
araduated in the same year that Hector Garcia-Molina or Jennifer Widom graduated.

SELECT Adwisor
FROM Advised
WHERE Year IN
(SELECT Year FROM Advised
WHERE Student = 'Hector Garcia-Molina®
OR Student = fJennifer Widom?')

Write an SQL query, without any subgueries and without the keyword DISTINCT, that
always produces the same set of tuples as the above query.
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k)

Are there are any circumstances in which your “equivalent”™ query can produce an
answer different from that of the query above? Explain, if so.

Using SQL3 recursion, write a query that finds all “descendants™ of Jeff Ullman,
i.e., all students whose advisor was Jeff Ullman, or whose advisor’s advisor was Jeff
Ullman, or whose advisor’s advisor’s advisor was Jeff Ullman, and so on,

52



d)  Write a SQL query that finds the advisor(s) with the longest advising span, i.e., with
the longest period from their earliest advisee to their latest advisee,

Problem 6: (5 poinis] Two relations A{z) and B(y) each contain integers (i.e., their
tuples have one component, which is an integer). Give CREATE TABLE statements for A
and B with CHECK clauses sufficient to assure that 4 N B will always be empty.
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DA
SOLLLTIONS

Stanford University Computer Science Department
2000 Comprehensive Exam in Databases

WITH ANSWERS

e The exam is open book and noles.

¢ Answer all § questions on the exam paper itself, in the space provided for each ques-
tiomn.

¢ The total number of points is 60; questions may have differing point values,

¢ You have 60 minutes to complete the exam (i.e., one minute per point). It is suggested
vou review the entire exam first, in order to plan vour strategy.

o Simplicity and clarity of solutions will count. You may get as few as 0 points for
a problem if your solution is far mere complicated than necessary, or if we cannot
nnderstand your solution.

Provide your magic number here:

o
h
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Problem 1: (10 points) Suppose relation R(A, B, C, D, E) has functional dependencies

A— B
BC — D
BE —

AD - E
CE— A

a) What are all the keys of R7

Answer: AC, AD, AE, BE, and CE.

b) Of the five given FD's, which viclate the BCNF condition?

Answer: The first-two:
¢) Of the five given FIVs, which viclate the 3NF condition?

Answer: None.

Problem 2: (10 points) Below is an entity-relationship diagram:

[0 ]
4 g

( name) (e )
— kT/ ——
Players —©——"' Teams ' Leagues

.
.

=

a] Choose a relational database schema that represents this E/R diagram as faithfully
as possible. Do not use a relation if its information is sure to be contained in some
other relation of your schema.

Answer:
Players(55#, name, number, salary)
Dn{S5#, teamName, leagueName)
Teams(teaplame, leagueName, city)

Leagues(name, sport)

b} Suppose that we delete the SS# attribute from Players. Exploit the fact that a team
will not give the same number to two plavers in order to find a similar E/R diagram
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Problem 4: (5 points] Suppose we have a relation with schema ABC D, the functional
dependency A — B and the multivalued dependency 4 —— €. Give five other nontrivial
mulfivalued dependencies that R must satisfy (i.e.,, MVD's that follow logically from the
two given dependencies). Note that for a MVD to be nontrivial, its left and right sides
must have no attribute in commen, and there must be some attribute that is in neither
the left nor right side.

Answer: Among other choices are anything with a left side A and a right side that
is any subset of {B,C, D} except for {C'}] (because it is given) and {B,C, D} (because it
is trivial].

Problem 5: (20 points] Consider the following relation:
hdvised(Advisoer, Student, Year)

A tuple (4, 5,Y) in Advised specifies that advisor 4 advised student 5 who graduated in
year ¥, Assume that Student is & key for this relation.

a) Consider the following SQL query, which finds all advisors who advised a student who
graduated in the same year that Hector Garcia-Molina or Jennifer Widom graduated,

SELECT Advisar
FROM Advised
WHERE Year IN
(SELECT Year FROM Advised
WHERE Student = ‘Heactor Garcia=-Molina'
OFR Student = "Jennifer Widem®)

Write an SQL query, without any subqueries and without the keyword DISTINCT, that
always produces the same set of tuples as the above query.

Answer:
SELECT Al.Advisor
FROM Adwised A1, Advised AZ
WHERE Al.Year = AZ Year
AND (AZ.Student = *Hector Garcia-Molina'
OR A2.5tudent = 'Jennifer Widom');

b) Are there are any circumstances in which your “equivalent”™ query can produce an
angwer different from that of the query above? Explain, if so.

Answer: If Hector and Jennifer graduated in the same year ¥, then this query will
return two copies of an advisor for each student he graduated in year ¥, while the original
query will return only one copy.

¢} Using SQL3 recursion, write a query that finds all “descendants” of Jeff Ullman,
i-e., all students whose advisor was Jeff Ullman, or whose advisor’s advisor was Jeff
Ullman, or whose advisor’s advisor's advisor was Jeff Ullman, and so on.
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A nswer:

WITH RECURSIVE Descendant AS (
[(SELECT Student FROM Advised WHERE Adviscr = *Jeff Ullman®)
THION
(SELECT A.Student FROM Advised A, Descendant D
WHERE A.Advisor = D.Student)
)3
SELECT = FROM Descendant;

d}) Write a SQL query that finds the advisor(s) with the longest advising span, 1.e., with
the longest period from their earliest advisee to their latest advisee.

A nswer:

SELECT Advisor

FROM Advisad

GROUF BY Adwisor

HAVING (Max(Year) - Min(Year)) »= ALL(
SELECT Max(Year) - Hin{Year)
FROM Advised
GROUP BY Advisor

)i

Problem 6: (5 points) Two relations 4(z) and B(y) each contain integers [i.e., their
tuples have one component, which is an integer). Give CREATE TABLE statements for A
and B with CHECK clauses sufficient to assure that A N B will always be empty.

A nswer:

CREATE TAELE &(

x INT CHECK(x NOT IN (SELECT y FROM B)
i
CHEATE TAEBLE E{

v INT CHECK(y MOT IN (SELECT x FROM &)

»:
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Computer Graphics Comprehensive Exam

Computer Science Department
Stanford University
Fall 2000

NAME:

Note: This is exam is open-book.

The exam consists of 5 questions. Each question is worth 20 points. Please answer all the
questions in the space provided, overflowing on to the back of the page if necessary.

You have 60 minutes to complete this exam.

A. The Honor Code is an wodertakdng of the students, individually and eolleetively:

(1) that they will not give or receive aid ln examinations; that they will not give ar
receive uopermitted aid in class work, io the preparation of reports, or in any other
work that is to be used by the ipstructor as the basis of grading;

(2) that they will do their share and take an active part in seeing to jt chat others as
well a5 themseives uphold the spirit and letter of the Honor Code.

B. The faculty oun its part manifests its confidence in the honor of ita students by refraining
from proctoring examinations and from taking unusual and pnreasonahle precautions to
prevent the forms of dishonesty mantioned abowe. The feeulty will also avodd, &s far as
practicable, academic procedures that create temptations to viclate the Honor Code.

. While the faculty alone has the right and obligation to set academic requirements, the
students and faculty will work fogether to establish optimal conditions for booorable
acedemic work,

By writing my “magic number” below, I certify that | scknowledpe and accept the Honor
Code.
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l. [Total: 25 points] Color.

IA. (5 points) Monitors and other display devices often use three color components, such
as R, G and B. Lights, however, are described by their power spectra; that is the amount of
power per unit wavelength interval. Why are only thres color components sufficient to

represent a given color?

IB. {3 points) Suppose two colored light sources are directed at the same spot on a
perfectly reflective diffuse-white wail. Derive the color components of the reflected fight?

1C. {10 points) A colored filter such as a piece of cellophane may be characterized by its
transmission spectrum. The transmission spectrum is defined to be the percentage of light
(represented as a number between 0 and 1) passing through the filter per unit wavelength
interval. Suppose two filters are stacked on top of each other and placed over an ideal
white light with a flat spectrum (that is, the same amount of light energy is present at cach
wavelength). Derive the color of the ransmitted light in terms of the spectra of the filters?
How are the color components (RGB) of the transmitted light related to the color

components of the filters?
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3. [Total: 20 points] Bezier curves.

3A. [10 points] Drawn below are four peints P1, P2, P3, and P4 that can be used to define
a cubic Bezier curve P(t). Describe an algorithm to evaluate point P(t) given t.

P2 P3

Pl P4

3B. (10 points) Suppose yvou wanted to find an intersection of a Bezier curve with a line.
Describe a recursive algonthm that will find alf the intersections of the curve with the line.
What properties of the Bezier curve form the basis of your algorithm?
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5. [Total: 20 points] Ray Tracing.

Consider ray tracing in 2D. Derive an equation for the intersection of a ray in ID with an
3 3

Y -j.

ellipse LI .
a B

b4



SCORES:

1. Color (20)

2, Transformations (20)

3. Bezier curves (200

4. Reflection models (200

5. Ray Tracing (20)

TOTAL SCORE :
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ANSWER SHEET
Comprehensive Examination in LOGIC
November 2000

MAGIC NUMBER:

11 12 13 14 15

16 By 18 19 20
- B
| 99 29 24 | 25
'| | 28 29 | 0
26 97 F
31 32 | 13 34 35
%6 37 38 39 10 |
4 42

THE STANFOLD UNIVERSITY HONOR SODE
4. Thia Honor Code is an undertaking of the students, indbvilially and sollectlosly:

(1} ahat vhey will poy give or recsive ald in ssamizaclons thas chey will ot goe or meceiwe supeemitied aid ia class sock, is the
preparation of seports, oF In amy other work that i to be ussd by the insisuctor as the basis of gredmg:

{2} tlasr thay will do thair dasre snd take an sctive pert in sseing bo it that cibers o well as Lhomselves uphold the spiril asd leder
af the Honor COods.

B Ths feculey an e pars msnifasts it confidence in the honor of 5 studentd by relrainiag e pEoonoriig ssaminstion. aad from taking
wraesrenl snd unreascnabls precwutions o prevent the fems of dishofssty mencloresd shove. The Taculyy will alan avald, oe fes s prscticbie
acmdemsc procsdurms that crenbe bemptations to viclate Lthe Hoaor Code

&, Whils ik faculiy alone hee the right and obligation to st acedemic requirements, the siodents sed farulty will work tagetbar 1o atablish
optimal coeditions for honorable szademic werls

I acknowledge and accept the Honor Code.  (Signed)
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COMPREHENSIVE EXAMINATION IN LOGIC
STANFORD UNIVERSITY
DEPARTMENT OF COMPUTER SCIENCE
NOVEMBER 2000
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Stanford U, 8 Dieps Comprehensive Examinglion s Logic — Nowember onoes - 3

INSTRUCTIONS

Pleaze read these instructions and the Nofafion section carefully. Do not
read beyond this page until instructed to do so.

You should mark your ansers only in the answer sheet that is provided
with this part of the Comprehensive Examination. Be sure to write your
magic number on the answer sheet.

This exam is open book and is compaosed of 42 questions on 7 pages,
plus one answer sheet. For each question, write either YES or NO in the
corresponding box of the answer sheet, or leave it blank. You will receive +2
points for each correct answer, —3 points for each incorrect answer, and 0
points for a blank (or crossed out) answer. You have 60 minutes to complete
the exam.

NOTATION

The notation is the one used by Enderton in A Mathematical Introduction fo
Logie, with the difference that the eguality symbol is denoted by = instead
of &2 and arguments to predicate and function symbols are enclosed in paren-
theses and separated by commas. Thus, for example, instead of Enderton’s
Fryz, flz, v, 2z) is used.

In some problems, the following symbols are used, whose definition is
repeated here for completenass:

o CnjA) is the set of consequences of an axiom set A;

o Th{?M) i5 the first-order theory of the structure MM, ie. the set of
first-order sentences, of a given language, that are true in 0.

Do not turn this page until instructed to do so.
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Semniord L. CE Daps E‘ummhl-u..lu Examination 16 Loght — Nawsmbesi @aii 3

ProrosiTiONAL LoOGIC

Which of the following are complete sets of connectives?
1. AV

2, =, =

If P means “toves are slithy” and ) means “borogoves are mimsy”, which
of the following formulas mean “foves are not slithy, wnless borogoves are

mimay"?
3. AF=0Q
4. P—= ()
5. @— P

PREDICATE LoOGIC

Which of the following is a valid sentence of first-order logic?
6. (Vx Plz)) — (Jv Plw))
7. (3z P(x)) = (Vy P(y))
8. 3z (P(x) — Vy P(y))
9. Vz (~(z = 0) = 3y z = S(y))

UNIFICATION

Which of the following are true about unification in first-order logic?

10. {z «— z,¥ +— f(z)} is an m.g.u. {most general unifier) of f{g(z},¥)
and f(g(v). f(x)).

11. {y — f(x)} is an m.g.u. of f{f(z), %) and f(y. f(z}).
12, {z —y,y~— f(y)} is an mgu. of f(f(z),y) and fly. f(z)).

13. Let # be a unifier of {; and #;. Then {t,, 5, 15) are unifiable if and
only if £, and t38 are unifiable.
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SKOLEMIZATION

In the following, “to skolemize” means to skolemize preserving validity, as in
The Deductive Foundations of Computer Programming, x, T, Tz, ¥, = are

variables.

14. Is the existential closure of =Pz, v) = =P (22, f(z:)) & correct
skolemization of (=%z 3y Pz, v)) — (3xVy =Pz, v))7?

15. Is the existential closure of ={P{z,y) — P(z, f(z))) a correct
skolemization of y =¥z (P(z,y) — 3y Pz, 9))?

DEDUCTIVE TABLEAUX

Consider the following deductive tableau:

A G i
(1| Pl fls)) AQQw) — PU(y). fFUf(w))) .
2 FP(fla). f(f(a)}) V Q[a) N
E P(x, f(x)) |

Which of the following rows can be added to the tablean by one correct
application of a resolution rule?

16. [4] ~Q(a) | |
17. [4] | —(0(a) |
18. [4] Plz. fla)) AQ(a)} | . J
19. [4] | Pz fla)) AQ(a) |

Given a deductive tableau T, for a first-order logic, in which there i=s no
cocurrence of the equality svmbol, quantifiers, T or L, which of the following

are true’!
20. If an assertion and a goal in T are unifiable, then T is valid.
21. If no resolution rule can be applied, then T is not valid.

22. There exists a tableau containing only assertions (no goals) to which
T iz equivalent.

70



Btandord U, CF Dapt Comprabensive Exsminaticn In 'L-EE — Novsmb-ir 3000 5

Let A be a finite set of axioms for a theory T = Cn{A}, over a language with
equality, v a formula in the same language. Which of the following are then

necessarily true?
23. I, starting from a tablean containing enly formulas in A as assertions
and only v as goal, after a finite number of applications of resolution,

quantifier elimination, and equality Tules one gets a tableau with T as
a goal or L as an assertion, then T F .

24, Let SPO be the theory of strict partial orderings (over the language
with the binary predicate symbol =€ and no equality) given by the
two axioms fr [for “transttnty”) and ir (for “ireeflexivity”), ie.
8P = Co{{fr,ir}). Is it true, then, that a necessary and sufficient
condition for PO E ¢ is the existence of a tableau proof starting
from the initial tableau

|l.| | =r W =ir Vv _]?

POLARITY

Let A be a set of frst-order sentences and A’ be cbtained from A by replacing
every occurrence of a P-atom of positive polarity by T. (A FP-atom is an
atomic formula of the form P(. . .}, where P is a predicate symbol of arbitrary
aritv.] Let T' = Cn(A) and T' = Cn(A"). Which of the following hold?

25. T E g, then TV E .
26. If 9N is a model for T, then M 15 a model for T

FIRsT-ORDER THEORIES

Which of the following are decidable?
27. The set of proofs in the language {ﬂ15:+, -1
28. The set of sentences true in the structure (M, 0, 5, +).

29. The set of sentences valid in the first-order logic of the language
(0,8, 4, ).
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Which of the following are true? (M is the structure (M, 0, 5, <, +, -, E), Le.
the standard model of natural numbers; £ is the exponentiation function)

30. All countable models of Th{M) are elementarily equivalent,
31. All countable models of Th({9) are isomorphic.
32. Thi) is complete,

33. Th(M) is recursively enumerable.

Consider a first-order language with one binary predicate symbol B and
equality. Which of the following hold in this language?

34, There is a satisfiable formula all whose models are finite,
35. There is a satisfiable formula all whose models are infinite.

36. There is a satisfiable formula all whose models are countably infinite.

Consider a first-order language with equality, one binary predicate symbol
R, and no other parameters. Furthermore, consider the theory T = CniA)
of all logical consequences of axiom set A:

YrVy¥z (z=yVy=zVr=7:)
¥z R(r, )

37. Is T complete?
38. Is T decidable?
39. Is T recursively enumerable?

40, Is T axiomatizahle?
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WELL-FOUNDED INDUCTION
Which of the following relations are well-founded?

41. On tuples (as defined in The Deductive Foundations of Computer
Programmang , the relation R defined by

Rz, y) + z = tail(y) .

42. On non-negative integers, the relation R defined by

Rlz,y)+—= 3z (y=5(8{0))-z A z4+58(0)=:z)
V3z (((S(8(0))-z)+8B0)=y A r==x+5(0) ) .
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INSTRUCTIONS

Please read these instructions and the Netation section carefully. Do not
read beyond this page until instructed to do so.

You should mark your ansers only in the answer sheet that is provided
with this part of the Comprehensive Examination. Be sure to write your
magic number on the answer sheet,

This exam is open book and is composed of 42 questions on 12 pages,
plus one answer sheet. For each question, write either YES or NO in the
corresponding box of the answer sheet, or leave it blank. You will receive +2
points for each correct answer, —3 points for each incorrect answer, and 0
points for a blank [or crossed out) answer, You have 60 minutes to complete
the exam.

NOTATION

The notation is the one wsed by Enderton in A Mathematical fntroduction to
Logic, with the difference that the equality symbal is denoted by = instead
of /= and arguments to predicate and function symbols are enclosed in paren-
theses and separated by commas. Thus, for example, instead of Enderton’s
Fzyz, flz,y, £) is used.

In some problems, the following symbols are used, whose definition is
repeated here for completeness:

® CnjA) is the set of consequences of an axiom set A;

o Th{9M)} is the first-order theorv of the structure M, i.e. the set of
first-order sentences, of a given language. that are true in J0.

Do not turn this page until instructed to do so.
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PREDICATE LOGIC
Which of the following is a valid sentence of first-order logicT

6. (Vx Plz))— (v Ply))

Answer. YES, This depends on the assumption that the domain of a
first-order interpretation cannot be the empty set. Alternatively, the
formula can be proved in vour favorite caloulus.

7. (3z P(x)) = (Vy P(y))

Answer. NO. As a counterexample, take an interpretation with a
T TR T ' K 1L

1T Gl =1 et e

11I
ShEE

8. 3z (Piz) =¥y Ply))

Answer. YES. This is known as Beth's formule. Given any interpretation,
there are two cases: either ¥y F(y) is true, and then the implication
i5 always true and any value for = will do, or it is false, and then there
is an element of the domain for which P does not hold, and one can
assign that element to x, making the antecedent of the implication
always false, hence the whole implication true.

9. ¥z ((z=0)—= 3y z=5(y))

Answer. N This is valid in models of arithmetic, but is not a validity of
first-order logic. For a counterexample, take a two-element domain
{e, b}, map D to a, let S be interpreted as the identity function
returning a.
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UNIFICATION

Which of the following are true about unification in first-order logic?

10. {r + 2,y « f(z)} is an m.g.u. {most general unifier) of f(g(z),y)

and f(g(y). f(z)).

Answer. NO. The two terms are not unifiable. To see this, apply the
unification algorithm and vou will end with an occur-check vielation
{an equation of the form = = ¢, with x occurring in £).

11. {y+— f(z)} is an mgou. of f(f(z),y) and fly. f(x)).

Answer. YES. It is one of the possible solutions returned by the
unification algorithm.

12. {z — y,y — fly)} is an m.g.u. of f(f(x),y) and f(y. f(z)).

Answer. YES. All m.g.us of a term differ by a permutation of variables,
and this can be obtained by the one in the previous problem by
composition with the permutation {x « y,y + z}. Note that this
m.g.u. cannot be returned by any execution of the unification
algorithm, because it is not idempotent.

13. Let # be a unifier of ¢, and £;. Then (¢, #3, 3} are unifiable if and
only if ;8 and {38 are unifiable.

Answer. NO. f needs to be most general for this to hold, Consider

= fz), ta = f(¥). ts = fg(2)), # = {z = f(z),v ~ f(z}}. Bis
not most general and (¢4, t38) is not unifiable, but {, t2. f3) clearly
is.
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SKOLEMIZATION

In the following, “to skolemize” means to skolemize preserving validity, as in
The Deductive Foundations of Computer Programming. x, 1), &y, y. z are
variables.

14. Is the existential closure of = P(x,,y) — = FP{zq, f(x3)) a correct
skolemization of (=¥r3y Pz, y)) — (Fr¥y =F(z,v))7

Answer. NO. The oceurrence of x; should be replaced by a constant.

15. Is the existential closure of -I{FI[E: y} — sz: f[z:lj} a correct
skolemization of 3y =¥z (P{z,y) — Iy Pz, y))?

Answer. NO. A correct skolemization would be
~(Fz.y) = Pz fly, 2))).

DEDUCTIVE TABLEAUX

Consider the following deductive tablean:

] A T € |
1| Pz flz)) A Qy) — P(f(y). f(F(w))) '

2 __ P{fia). f(f(a))) V Q{a)
4 P(z, f(z))

Which of the following rows can be added to the tableau by one correct
application of a resolution rule?

16. [4] =@ (a) | |
Answer. N0
17. [4] | =G (a) ]

Answer. YES. Hesolve 2 and 3 according to the polaritv strategy.
18. (4| Plz, fla) AQ(a) | |
Answer. NO,
19. | 4 | | Pz, fla)) AQe) |

Answer. NO.
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The complete set of rows that can be inferred from the given ones by
one application of a resolution rule is: goals L, P(x, f(z}) A Q(y).
= (a} and assertions T, (Q(y) — P(f{x), F(f(@)))) V Q(a),
(P(z. f(x)) — P(f(a), f(f(a}))}V P(f(a). F(f(a)}),

=Pz, flz)) A Q(a)) ¥V Qa).

Given a deductive tableau T, for a first-order logic, in which there is no
occurrence of the equality symbol, quantifiers, T or L, which of the following
are true?

20. If an assertion and a goal in T are unifiable, then T is valid.

Answer. YES. A resolution step can be applied and yield the true goal in
one step.

21. If no resolution rule can be applied, then T is not valid.

Answer. YES., With no quantifiers there is no need for skolemization, and
with no equality the resolution rule alone is complete for validity.

22. There exists a tableau containing onlv assertions {no goals) to which
T is equivalent.

Answer. YES. Just move all goals in T to assertion by prepending a =.
According to the Duality Proposition, the two tableaux are equivalent.
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Let A be a finite set of axioms for a theory T = Cn(A), over a language with
equality, ¢ a formula in the same language. Which of the following are then
necessarily true?

23. If, starting from a tableau containing only formulas in A as assertions
and only  as goal, after a finite number of applications of resclution,
guantifier elimination, and equality rules one gets a tablean with T as
a goal or 1 as an assertion, then T'F .

Answer. YES. This is indeed a sufficient condition for validity. It is not
necesszary, though, since in general one must add the assertion ¥ = =
to have completeness in presence of equality.

24. Let SPO be the theary of strict partial orderings (over the language
with the binary predicate symbol < and no equality) given by the
two axioms tr (for “fransittvity”) and ir (for “frreflemvity”), ie.
SPO = Cn{{tr,ir}). Is it true, then, that a necessary and sufficient
condition for 5P0 E ¢ is the existence of a tableau proof starting
from the initial tablean

LLJ J_ =tV i W |?

Answer. YES. The formula given as a goal is equivalent to o
tr A ir — . The existence of a tablean prool starting from here is
equivalent to the validity of pst, which in turn is equivalent to the
validity of ¢ in SP0.
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POLARITY

Let A be a set of frst-order sentences and A’ be obtained from A by replacing
every occurrence of a P-atom of positive polarity by T. (A P-atom is an
atomic formula of the form P{...), where P is a predicate symbaol of arbitrary
arity.) Let T = Cn(A4) and T¥ = Cn{A’}. Which of the following hold?

25. If T F i, then T F 4.

Answer. NO. For a simple counterexample, take  to be W P(r) and A
to be {w}. The converse implication is true, as can be inferred from
the next problem.

26. If M iz a madel for T, then M is a model for T

Answer. YES, For every axiom i € A let @' be the corresponding axiom
in A°. Then, by the Polarity Proposition, phi — ', For M to be a
model of T means. by definition, that 2% F ¢ for all ¢ind and hence
by the previous cbservation it follows that 9 E &', Again by
definition of being a model this means that 9N is a model of TV,

FirsT-ORDER THEORIES

Which of the following are decidable?
27. The set of preofs in the language (0,8, 4, -).

Answer. YES. It can be checked algorithmically whether a given syntactic
ohject is & correct proof. In general, any reasonable definition of proot
must have this property.

28. The set of sentences true in the structure (M, 0, 5, +).
Answer. YES. This is a substructure of Presburger Arithmetic,

29, The =et of sentences valid in the first-order logic of the language
(0,8, +.-).

Answer. N0, This is known a5 Church’s Theorem.
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Which of the following are true? (M is the structure (M, 0, 5, <, +, -, F), i.e
the standard model of natural numbers; E is the exponentiation function)

30. All countable models of Th{M) are elementarily equivalent.

Answer. YES. This holds in general for any structure 20, sinee then
Th(9) is complete.

31. All countable models of Th(M) are isomorphic.

Answer. NO. Add a new constant ¢ to the language, and add to Th{)
the axioms 0 < ¢, 8(0) < . 5(S(0)) < ¢, etc. The resulting theory
is finitelv satisfiable, hence satisfiable by the Compactness Theorem.
The restriction of a model of it to the language without ¢ iz a model
of Th{TM) that is not lsomorphic to M.

32. Th{M) is complete.
Answer. YES. This holds for any structure Th{91).
33. T‘hl[’]'i]l is recursively enumerable.

Answer. N({). This theory is undecidable.

Consider a first-order language with one binary predicate symbol B and

equality. Which of the following hold in this language?
34. There 15 a satisfiable formula all whose models are Anite.
Answer. YES. Take Wr r =z
35. There is a satisfiable formula all whose models are infinite.
Answer. YES. The standard example is
Vi Rz, z) A
VeViyVsz (R(z,y) A Ry, z) — Rz, z)) A
Vr3y R(z.y) -
36. There is a satisfiable formula all whose models are countably infinite.
Answer. N(). This would violate the Lowenheim-Skolem Theorem.
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Consider a first-order language with equality, one binary predicate symbol
K. and no other parameters., Furthermore, consider the theorv T = Cn{A)
of all logical consequences of axiom set A:
VeVyV: (z=yVy=:zVr=:)
¥x Rz, z)

37. Is T complete?

Answer. NO. Az a counterexample, neither the sentence
VrVy (R{z. v) — R(y.z)) nor its negation are valid in the theory.
To reason about this problem. you should realize that the models can
be thought as being the graphs with at most three nodes and having
reflexive loops.

38. Is T decidable?

Answer. YES. One simply has to check a finite set of graphs and see
whether a given sentence holds in all of them.

39. [z T recursively enumerable?

Answer. YES. Any theory with a recursively enumerable set of axioms is
recursively enumerable.

40. Is T axiomatizable?

Answer. YES. A {finite, hence recursive) set of axioms is given by the
problem.
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WELL-FOUNDED INDUCTION
Which of the following relations are well-founded?

41. On tuples (as defined in The Deductive Foundations of Computer
FProgramming , the relation R defined by

R(z,y) + z = tail(y) .

Answer., YES. If R(z, v), then x iz a strictly shorter tuple than pand
hence there cannot be an infinite descending chain.

42, On non-negative intecers, the relation A defined by

Rz, g)++ Az (y=5(85(0))-z A =24 S{0)==z)
V3 ((3{S(0)-z})+8(0)=y A x=z4+8(0)) .
Answer. N(). In fact, this relation has a reflexive loop at 1. The

whole point here was to see if vou are acquainted with the
language of first-crder logic and can decrvpt it fast enough.
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Comprehensive Examination in Networks
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READ THIS FIRST!!

1.

[

You should write your answers for this part of the Comprehensive Examination in
a BLUE BOOK. Be sure to write your MAGIC NUMBER on the cover of every
blue book vou use.

The number of POINTS for cach problem indicates how elaborate an answer
should be. For example, a question worth 6 points or less doesn't deserve an
extremely detailed answer, even if vou feel you could expound at length upon it
Short., bulleted answers are encouraged.

The total number of points is &0,

The exam is CLOSED BOOK. You may NOT use notes, books, computers, other
people, etc.

Show your work, since PARTIAL CREDIT will be given for incomplete answers.

If vou need to make an assumplion [0 answer a guestion, state your assumption(s)
as well as vour answer.

Be sure to provide justification for your answers.
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Problem 1 (15 points)

Wireless networks may suffer from interference and poor signal strength, causing packets
to drop.
a. (3 points) Some wireless link layers will retransmit a dropped packet some finite

number of times. What is the advantage to having the link layer perform such a
service?

(6 points) Given such a service at the link layer, what, if any, are the reasons to
run TCP over such a network?

(6 points) Some wireless devices will atternpt to retransmit a dropped packet
indefinitely (retrying it periodically in the midst of sending other newer packets.
Is there any disadvantage to a link layer performing this service rather than
leaving all retransmissions up to TCP? If a link layer knew TCP was running on
top of it, how might it adapt itseli?

Problem 2 (10 points)

Wircless access to the Intemet is growing. These wireless access links, however, are
often low-bandwidth. Some network architectures place proxies at the other end
{from the user) of a wireless link, so that the proxy can perform “invisible™ services
on behalf of user to mitigate the effect of the low-bandwidth link. For instance, if a
user asks for web pages from a server, the proxy may convert graphics on those pages
to low-resolution, smaller, black&white pictures that consume little bandwidth. What
issues anse if the data the user requests from the server is encrypted with the user’s
key, and what techniques can you come up with to address these 155ues?

Problem 3 (20 points)
The Border Gateway Protocol (BGP) is used to route packets between autonomaous
systems in the Internet.

.

b.

(5 minutes) Why is a different routing protocol used batween autonomous
systemns than 15 used within them? (The issues are not necessarily technical ones.)
(10 minutes) Instead of maintaining just a cost to each destination, as do most
distance vector protocols, each BGP router keeps track of the exact path used.
Each BGP router periodically tells its neighbors the exact path it is using to a
destination. Why is this exact path information useful to BGP?

(5 minutes) Why do some autonomous networks decline to carry “transit traffic™”
(Transit traffic is traffic that neither originates nor terminates in the autonomous
SYElEem. )
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Problem 4 (15 points)

Some wireless networks are unable 1w provide broadcast service. Does this affect any of
the following services in the Internet, and if so, how? What could you do about it?
a. ARP

b. DHCP/BOOTP
c. DNS lookups




NET

Computer Science Department
Stanford University

Comprehensive Examination in Networks

TEL Le FT7OLIS
Fall 20000

READ THIS FIRST!!

1. You should write your answers for this part of the Comprehensive Examination in
a BLUE BOOK. Be sure to write your MAGIC NUMBER on the cover of every
blue book vou use.

2. The number of POINTS for each problem indicates how elaborate an answer
should be. For example, a question worth & points or less doesn’t deserve an
extremely detailed answer, even if you feel you could expound at length upon it.
Short, bulleted answers are encouraged.

3. The total number of points is 60.

4. The exam is CLOSED BOOK. You may NOT use notes, books, computers, other
people, elc.

5. Show your work, since PARTIAL CREDIT will be given for incomplete answers.

6. If vou need to make an assumption [0 ansWer a question, state your assumption(s)
as well as vour answer.

7. Be sure to provide justification for your answers.
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Problem 1 (15 points)

Wireless networks may suffer from interfersnce and poor signal strength, causing packets
to drop.
a. (3 points) Some wireless link layvers will retransmit a dropped packet some finite
number of times. What 1s the advantage to having the link layer perform such a
service? The timeout for such retransmissions is typically quite small.

You don't have 1o incur the overhead of a TCPAranspori-layer timeout.

b. (6 points) Given such a service at the link layer, what, if any, are the reasons to
run TCP over such a network?

TCF handles additional kinds of functionality, for example;
1. losses not in the network (e.g. logses in the host OF irself)
2. logses thar exceed the link layer retransmir limir

3. losses as a result of congestion (i.e. packets dropped from guenes)

¢. (6 points) Some wireless devices will attempt to retransmit a dropped packet
indefinitely (retrying it periodically in the midst of sending other newer packets.
Is there any disadvantage to a link layer performing this service rather than
leaving all retransmissions up to TCP? If a link layer knew TCP was running on
top of it, how might it adapt itself?

There are at least two disadvantages to this approach:
I. it causes packets to be delivered our of order
2. it wastes bandwidth if TCFP has already retransmirted the packet

An ideal wireless link layer for TCP would aveid TCP coarse-prained timeouts and
useless retransmissions and would keep packets in order by retransmitting a few times,
but only within the time before TCP will retransmil.

Problem 2 {10 points)

Wireless access to the Internet is growing. These wireless access links, however, are
often low-bandwidth. Some network architectures place proxies at the other end
(from the user) of a wireless link, so that the proxy can perform “invisible” services
on behalf of user to mitigate the effect of the low-bandwidth link. For instance, if a
user asks for web pages from a server, the proxy may convert graphics on those pages
to low-resolution, smaller, black&white pictures that consume little bandwidth. What
izsues arise if the data the user requests from the server 15 encrypted with the user's
key, and what technigues can you come up with to address these issues?

The problem is that the proxy can't decrypr the server's data, so it cannot perform

appropriate adaptations-on it. -One solution would be to give the proxy the user's keys,
so the proxy can decrypt the data 1o perform various transformations on if, and then re-
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encryp! the resulis. This presents some security concerns: the keys wouwld need 1o be
transferred to the proxy in a secure fashion, and they would need to be kept secure on the

Praxy.

Problem 3 (20 points)

The Border Gateway Protocol (BGP) is used to route packets betwesn autonomous
syslems in the Internet.

a. (5 minutes) Why is a different routing protocol used between autonomous
systems than is used within them? (The issues are not necessarily technical ones. )

Interior routing protocols need only maximize the efficiency of rowting. External routing
protocels must also deal with political issues, such as one company not being willing to
allow ity data to flow through its competitor's site.

b. (10 minutes) Instead of maintaining just a cost to each destination, as do most
distance vector protocols, each BGP router keeps track of the exact path used.
Each BGP router periodically tells its neighbors the exact path it is using to a
destination. Why is this exact path information useful 1o BGF?

This allows a BGP router to avoid choosing paihs that flow through itself, and it allows i
tor implement political decisions. To use the (rather naive) example from above: by
examining the path a packet would take if handed 1o a particular neighbor, the router can
determine whether that neighboer might forward the packet 1o a competitor's site. If so, it
could pick a different direction for the packer.

c. (3 minutes) Why do some autonomous networks decline to carry “transit traffic?
{Transit traffic is traffic that neither originates nor terminates in the autonomous
syslem.)

Transit traffic performs no service for anyone ingide the aulonomous SYSTem, sikce if

doesn’t come from users there, and it isn't destined for users there, It nonetheless ties up
bandwidth and other résources on the network,
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Problem 4 (15 points)
Some wireless networks are unable to provide broadcast service. Does this affect any of
the following services in the Internet, and if so, how? What could you do about it?

a. ARP

Yes, since ARP reguires a broadeast to find owt the hardware address for an IP address
on the subnet. A possible solution is to make the address of an ARP server a well-lknown
address, so ARP requesis could be directed 1o a particular machine. This would mean
some limited confipuration informarion on hosts ahead of time, though, which is whar
ARF is attempting to avoid. A bit of an improvement might be to direct all ARF requests
o the closest base station, and base stations would redirect the reguests 1o an
appropriate ARFP server.

b. DHCP/BOOTP

Yes, since DHCP and BOOTP both reguire broadcasis to find our a host's own IP
address upon initialization of the network on the host. A possible solution is to direct all
requests o a well-known DHCP server. As above, the base station solution might be

appropriare.
c. DNS lookups
No. The address of the DNS server is one of the pieces of information gained through

wihtever configuration process network initialization on a host uses. The actual lookups
are directed 1o the DN server and are not broadcas!.
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Computer Seience Department
Stanford University
Comprehensive Examination in Numerical Analysis
Autumn 2000

Instructions :

Answer all questions. Total 30 poings.
Marks for each question and its parts are specified.
Boaks and notes are not permitted.

Be brief and clear.

[10 marks] Solutton of linear equations.
Suppose we want to solve the linear system Ax = b

{a)] Give a 2 = 2 example where Gaussian Elimination breaks down on
the first step. |2 points]
{b] Dwscribe the partial pivoting strategy and the complete pivoting
trategy. 5]
(c} In what situation would one prefer partial pivoting, and when would
one use complete pivoting? (3]

% marks] Iterative solution of linear equations.

Let A be an # »x n matrix and b a given vettor. We write A= D+ L+,
where D is the disgonal of A, and L and [7 are the strictly lower and
upper triangular parts of A, respectively.

{a) Define the Jacobl and Gauss-Seidel iterations for solving the system

of equations. [4]
(b} Give a sufficient condition for the approximates to converge to the
solution x, independent of the initial guess. [4]
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3. [12 marks] Drdinary differential equations.
Consider the equation
¥z} = Ay(z),

pi) = 1.
Suppose that A I3 & real negative sumber.

(a) Give the exact analytic solution to the o.d.e and discuss the solution

a8 T — oo, [

{b) Suppose we use the Forward Euler method:

Weel =M Ry, E=0,12,...

Under what conditions will yp = 0 a5 & — oo? [3]
{c) Consider now the dackwerd Ealer method:

W+l =W +hyh .. £=0,1,2,...

Under what conditions will ye — 0 a8 k = ca? [3]

{d) Consider now a general Initial Value Problem of the form ' = fz, v),
with an initial value ylxg) = uy. Denole xp = Ty + kf, and suppose
that g is the approximation to the solution y{xe), that is obtained
by applying the forward Euler method. Give an estimate for

lylkh) — pe|-

[4]
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Comprehensive Exam — Programming languages

Fall 2000

Problem 1 — Aectivation records (8 points)

You want to modify your compiler to support dyvnamicallv-sized, stack-allocated variables.
Assuming a traditional machine architecture, explain what complications this creates com-
pared to the usual constant-size stack allocation, and how youn would handle it.

Problem 2 — Execution (12 points)
Omne of C8's core themes is execution. We package it in various ways: procedure calls,
threads, processes, co-routines, upcalls, interrupt handlers, etc.

1. {6 points) Ignoring hardware and language details, what do vou fundamentally need
to “execute” an instruction stream and why? Please pick two of the above abstractions
and, at a high level, classify their constituent parts in vour categories.

2. {ﬁ pﬂiﬂts}l Whenever we have multiple streams of execution, we have to decide what
to which stream to run (“scheduling”). What are some differences between thread
scheduling and scheduling which procedure to run? What property of procedure
scheduling allows us to use a single stack for procedures but (in general) forces multiple
stacks for threads?
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Problem 3 — GC fun (18 points)

Assume vou want to add garbage collection to C. Unfortunately, unlike most GC implemen-
tations, you do not have any compiler support. 5o, instead you do a hack where you treat
all memory /register whose values are valid memory addresses as pointers.

1. (12 points) At a high level, explain how to write a (mostly) conservative garbage
collector using this trick.

2. (6 points) When will your collector lose storage? Can you give (possibly) contrived
examples of where it would reclaim storage that is not dead? Can your collector com-
pact the heap?

Problem 4 — Naming fun (20 points)
Assume vou add overloading to C, where there can be multiple functions with the same

name but different type signatures and the compiler determines uses argument types to
decide which function to call. For example, given the following two functions:

int abs(int x};
float abal(float x);

the following calls will be resolved to the first and second respectively:

int x1;
float xz2;

£l = ahs({xl);
2 = abs{x2);

Assume we want to use separate compilation, and linkers only know how to bind a

reference to name N to a single definition of name V. (Le., emitting both implementations
of “abs™ with the same name will cause a “multiple definition™ error.)

1. (12 points) Explain how to implement overloading wsing only local analysis given
this constraint. You can simplify your scheme by requiring callers and modules that
contain definitions to obey reasonable restrictions. Make sure to mention how to (1)
stop the user from accidently colliding with your strategy; (2) working in the presence
of debugging; and (3] support structures as arguments.

13

(8 points) What rules should you follow for resolving ambiguities in the presence of
argument promotion? (Le., when an argument of type T can be legally changed to a
T'.) Be sure to handle conflicts that can arise with multi-argument functions.
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57s

Computer Science Department
Stanford University

Comprehensive Examination in Software Systems
Fall 2000

Read This First!

I. Write all answers in a blue book. Mo credit is given for answers written on these exam
pages. Don't panic! This seems long, but most of the answers are very short.

1. Be sure to write your MAGIC NUMBER on the cover of EACH blue book you use.

This is an OPEN BOOK exam. You can’t look up stuff on the Internet or ask other people. but
¥ou may use any books, notes. etc. you like, as well as a non-Inemer-connectéd computer.

3. Use the point values of each question or subguestion o help plan your time. Read the whole
excun firsr; in case i3 loo long, do the ones vou kow right awiry.

4. Justfy your answers! Partial credit is given for good reasoning but o wrong answer, whereas
it wion T be given for a correct answer with incorrect or no reasoning. Stare cleardy any

additional assumptions you make,
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1 Miscellaneous topics, concise answers [13]

a} [3] You compile the following code in C using a typical Unix or Windows C compiler.
Suppose you run it and call the function finc with x set to —1 (negative one). What happens
and why?

woid funciint xb

intc af(l1d].b{10],.c(14];
wocode fo lnifalize all elements of al ] w0 LB ] 0o 2cf] 10 3.,
printf(*%d\n®. bix]k: |

I

b) [3] Alice emails her stockbroker the following string in an email message: Sl 100 shares of
Oracle!™ She encrypts and digitally signs the message so he knows it's authentic. Unknown
to her, the evil Mitch is sniffing the email server, How can Mitch amack Alice? Whar could
she have done to prevent it?

€) [3] In a remote procedure call (RPC) system. one possible problem is that it is impossible to
distinguish berween a really slow callee and a failed callee. Why might it be a bad idea to just
retry the call after a certuin amount of tme has expired? ([enore the possibility of overlowding
the network or RPC server.)

d) [4] A simple multithreaded program features V threads thar shane access [0 a COMMIoN integer
value x. To assure that only one thread at a time writes x {and that changes aren’t lost), each
thread’s critical section looks like this:

f* begin critical sectiom ™/

Lock{x] A% will spin if necessary until lock is available =/

¥ = newlntegervalue;

Onleclk () ;

‘* end critical section */ |
Assume you have an instroction CompareAndSwap2. which is similar to the familiar atomic
CompareAndSwap. CAS2 performs the following operation aromically:

int casd{int *x, int *y, int ald¥val, int newXwval, inc new¥Yvall

[

1 (*x == oldlvall |
"x = newkval:
*y = newival:
return SUCCESS:
} elea |
f* den't change x or y */
recurn FAILUEE;

h
Use CAS2 to rewrite the pseudocode for each thread's critical section withowr wsing focks.

(Hint: use versioning.)
2 Memory Fragmentation [11]

Your superwizzy C libraries and runtime system provide standard system calls o allocate and
free chunks of memory, There are no a prior restrictions on the size or alignment of memory

that ¢can be requested. The C function prototypes are moughly as follows:
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cypedef wold *MemPtr;
MemPcr Ptrallociumsigned long sizeInBytes):

d* Ptralles retwrns the NULL poincer iF regueest cun's be satisfied «/
vold PorFraaMamonrs abees)

a) [3] Briefly describe the memory frogmentarion problem and how it might cause a Memalloci)
request 1o fail even if there is enough unused memory o satisfy the request.

To alleviare this problem. you modify vour runtime system and C librares to support handies. A
handle iz a double-indirection o a block of memory:

cypaedef MemPrr *MemHandle;

S* woucan also think of it as: typedef wold +*MemHandle =/
MemHandle HndAlloclunsigned long sizelnBytes):
woid HandleFree (MemHandle aHandlel:

b}y [4] Explain how handles alleviate the fragmentation problem,

¢} [4] Describe twe parformance impacts that arise when programmers routinely use handles.
{Hint: one occurs frequently. the other relatively infrequently.)

3 Filesystems and Leases [12]

You're designing an NFS-like network file system for Unix that allows many clients 1o access
and adit files on a network-connected remaote fileserver, We'll refer to the server as 5 and three
clients as X.¥.Z When a client opens a file. the server sends a copy of the whale file to the client.
In addition:

[.  Any number of chients may simultanecusly open a file for read only access.

2. If X opens the file for wnting. a lock is set on the server so that future clients can only open
that file for reading. When X closes the file. the lock is released so that future clients may
apen the file for writing. The entire act of writing X's changes and releasing the lock is
atomic with respect to the server, The new contents of the file are nor automatically sent 1o
clients that have the file open for reading.

a} [3] Suppose X obtains a write lock on a file, and then crashes. When X reboots itself, it
“forgets” which file(s) it had write bocks on, 'What is the effect of this failure on the cther
clients and on the server?

To remedy the problem of (2) , you suggest that the server use leases. A lease gives X the right o
access the file for o limied amount of ime, (As before, at most one client can hold a write lock
on the file.) When that time expires. 1f X stll wants wo use the file, it must ask the server 1o renew
the lease, otherwise the server will unilaterally terminate the |lease (and release the wrte lock. of
the leaseholder had one).

by [4] Explain how leases fix the problem in the scenario of part (a) . and explain any new effects
zeen by X in that scenario after it reboots.

£} [3] Suppose X 12 more carelul: when it obtains a lease, it alse records the fact that it 1s editing
a particular file. and locally saves changes to that file as edits are in progress. X now crashes.
reboots. and allows the user to recover the local copy of the file she was editing. Describe a
scenario and the circumstances under which X might perceive a filesystem inconsisiency.
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d) [2] Assume that vou can guarantee that any client’s recovery time after a crash is at mest 8.
Describe one possible way (o avoid the inconsistency of part (¢} . and describe its effect on the
EVEDETML.

4 Debugging Breakpoints [15]

You have been assigned the job of adding dara breakpoints to an existing C debugger. The
desired behavior is that the programmer can “mark”™ particular variables as being breakpoints:
whenever a marked variable is read or modified, the debugger should take a breakpoint and allow
the programmer to inspect the program’s state. etc.. then resume execution.

Assume that you are not allowed 1o make the programmer modify or recompile her source code.
but vou do have full access to the operating system and the runtime system, and in particular you
can moadify the virtual memory functions of the operating system (page fault handlers, pags
tables, erc. ).

Also assume (as 15 the case in most implementations) that the compiler and linker arrange to store
plobal variables in a dzsignated memory pages that is known at link time, that all giobal variables
will fit on one page. and that that page is not used for storing anything other than global variables.

a) [4] Suppose first that we only care about being able to mark global variables. Explain in detail
how you would use the 05°s virtual memory system to implement data breakpoints. In your
explanation, keep in mind that only sowme global variables are likely to be marked.

by [4] Qualitatively describe the impact on the overall speed of execution when the programmer
marks a variable. What factor(s) dominate this impact? To what exient does the number of
marked variables influence performance (assuming all marked variables are referenced
equally often)?

) [3] Suppose we instead want to support only reodify breakpoints: a marked variable should
cause & breakpoint only when its value is modified, not when it is read. What modifications
could you make 1o your implementation to support modify-breakpoints more efficiently than
rend-breakpoints?

d} [4] Describe what additional complication{s) vou would encounter 1f you alzo had o
implement this fearwre for functions’ local variables. ldentify ar leasr ane impartant factor
that would affect performance if this feature is added, above and beyond the performance
effects already discussed.
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Read This First!

1. Write all answers in & blue book. No eredit is ziven for answers written on these &xam
pages. Don't pamic! This seems long, but most of the answers are very short.

2, Be sure to write yvour MAGIC NUMBER on the cover of EACH blee book you use.

This is an OPEN BOOK exam. You can't look up stuff on the Internet or ask ather people, but
you may use any books, notes, etc. you like, as well as a non-Internet-connected computer,

3. LUsze the point values of each question or subquestion te help plan vour time. Read the whole
exam first; in case if s too long, do the ones you fmow right away,

4. Justify your answers! Partial credit is given for good reasoning but a wrong answer, whereas

it won't be given for a correct answer with incorrect or no reasoning. Stare cleardy any
additional assumptions you make.
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1 Miscellaneous topics, concise answers [13]

2) [3] You compile the following code in C using a typical Unix or Windows C compiler.
Suppose you run it and call the function fiare with x set to —1 (negative one). What happens
and why?

| vaid funci(int x)
{
int a[l2].B[l0],c[1G]
wCode to initialize ali elements of aff to 1.0[{ 1o 2] to 3...
printf("%din", bx]);
b

likely) “3”. Mo implementation will throw an exception or give a memory error unless it
stores automatic variables non-contiguously on the stack.

b) [3] Alice emails her stockbroker the following string in an email message: “Sell 100 shares of
Oracle!” She encrypts and digitally signs the message so he knows it's authentic. Unknown
to her, the evil Mitch is sniffing the email server. How can Mitch attack Alice? What could
she have done to prevent it?

Answer. Mitch can replay the message later and cause another 100 shares to be sold; the
broker can’t distinguish Alice's message from Mitch’s on the basis of content. Alice should
have placed a timestamp or nonce {unique identifier) in her original message.

ch [3] In a remote procedure call (RPC) system, one possible problem is that it is impossible to
distinguish between a really slow callee and a failed callee. Why might it be a bad idea to just
retry the call after a certain amount of time has expired? (Ignore the possibility of overloading
the network or RPC server.)

Answer. The function being performed by the RPC might not be idempotent (e.g. might have
side effects). Without knowing if the first call succeeded, it"s not necessarily safe to retry.

d} [4] A simple multithreaded program features N threads that share access to a common integer
value x. To assure that only one thread at a time writes x (and that changes aren’t lost), each
thread’s gritical section looks like this:

J* begin critical section */

Lock (k] ; A= will spin if necessary until lock is available */
x = néewlntegexrValua;

Unlockix) i

f* end critical secticn *f

Assume vou have an instruction ComparednadSwap2, which is similar to the familiar atomic
ComparedndSwap. CAS2 performs the following operation atomically:
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ipt CRS2(int *x, int *yv, int old¥val, int Anewlval, int neawYval)
1
1f {*X == gldival) |
Fw o= ngwaval:
o = newival:
! raturn SUCCESS:
| 1 elase |
S* don't change & or y o *f
| return FAILURE;
|

Use CAS2 10 rewrite the pseudocode for each thread”s critical section without wusing focks.
(Hint: use versioning.}
Answer,
A% Jet x be the variable (o be atomically changed, v its version numbsr /£
do |
LempV = ¥;

P until (CASZ2[&w, &x, TampV, tempVW+l, newintegerValug) == SDOCESS) :
Clarification. Mote that we're not really exploiting CASZ very well here (and for that matter,
not exploiting locks very well in the original pseudocode); it's more useful when vou want to
atomically change a variable from one known value fo anather in the presence of possible race
conditions. Because of this ambiguity, if vou wrote correct code that dees use locks, you still
got partial credit; if vour code simply would not give correct resulis (with or without locks),
you got no credit.

2 Memory Fragmentation [11]

Your superwizzy C libraries and runtime system provide standard systemn calls to allocate and
free chunks of memory. There are no a priors restrictions on the size or alignment of memaory
that can be requested. The C function prototypes are roughly as follows:

typedef wvoid *MemPtr:
MemEtr PLrAllocliunsigned long sizelnBytes):

/= PrAlloc retuns the MULL pointer if request can’t be satisfied =/
vald PtrEree{MemPtr aFtr):

n} [3] Briefly describe the memory fragmeniation problem and how it might cause a MemAlloc)
request 1o fail even if there is enough unused memory to satisfy the request,

Answer. This problem arises when, through a sequence of allocations and deallecations, there

is not encugh comtiguotus memory to satisfy a request, even (f there’s enough total free
MEMOrY.

To alleviate this problem, you modify your runtime system and C libraries to support handles. A
handle is a double-indirection to a block of memary:

cypedef MemPFtr *MamHandle:

/* wou can also think of it as: typedef void **MemHandle */
MemHandle HadRllaclunsigned leng aizeInBytes);
void HandlaFres (MemHandle aHandla];

b) [4] Explain how handles alleviate the fragmentation problem.

Answer. When a memory allocation request comes, the 08 can shuffle around the blocks in
the heap and modify the second-level indirect pointers accordingly. As long as applications
always use double indirection to dereference memory, evervthing will work as long as the
handles themselves don't change.
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MNote. To get full credit it was necessary to point oul that handles imply the 085 can move
memory around without the program's knowledge, Some people had a serious misconceplion
about how handles work, thinking of them as a table of free blocks rather than a double-
indirection to a single contiguous block; this is imcorrecr, but if the answers to parts (b) and (c)
were at least consistent, partial credit was wsually given, Mote that it ¢learly states in the
question that “a handle is a double indirection to a block of memony™, so there is really no
Justification for treating a handle as naming an array of poncontigucus blocks making up a
single allocation request.

2l [4] Deseribe fwe performance impacts that arise when programmers routingly use handles.
(Hint: one occurs frequently, the other relatively infrequently.)

Answer, Fregquent: every handle dereference iz a double indirection, rather than a single
indirection. This is significant since memory access is typically in the critical path of the
performance of non-1/0-bound applications. frfrequent: when the memory allocator has to
rearrange the heap and coalesce free blocks, a temporary stall (analogous to that introduced by
garbage collection) could very likely ocecur. This problem is commaonly observed in real
systems that do implicit memory allocation, Partial credit was given for performance effects
that, while they technically exist, are barely discernible compared to the above effects.

3 Filesystems and Leases [12]

You're designing an NFS-like network file system for Unix that allows many clients to access
and edit files on a network-connected remote fileserver, We'll refer to the server as ¥ and three
clients as X, ¥,Z When a client opens a file, the server sends a copy of the whole file to the client.
In addition:

1. Any number of clients may simultaneously open a file for read only access,

2. If X epens the file for writing, a lock is set on the server so that future clients can only open
that file for reading. When X closes the file, the lock is released so that future clients may
open the file for writing, The entire act of writing X's changes and releasing the lock is
atomic with respect to the server. The new contents of the file are mar automatically sent to
clients that have the file open for reading.

a) [3] Suppose X obtains a write lock on a file, and then crashes. When X reboots itself, it
“Torgets™ which file(s) it had write locks on. What is the effect of this failure on the other
clients and on the server?

Answer. The server cannot release the write lock on the file, so the file is locked against
writing “forever”.
To remedy the problem of (a) , vou suggest that the server use leases. A lease gives X the right to
access the file for a limited amownt of time. {As before, at most one client can hold a write lock
on the file.) When that time expires, if X still wants to use the file, it must ask the server to renew
the lease, otherwise the server will unilaterally terminate the lease (and release the write lock, if
the leaseholder had one).

h) [4] Explain how leases fix the problem in the scenario of part (2) , and explain any new effects
seen by X in that scenaric afier it reboots.

Answer. If X dies and reboots, and it forgets that it had a file locked for writing, after a while
the file's lease expires, Since X doesn’t know to renew it, after the lease expires the server
revokes the lease and releases the write lock, and at that point others are free to write the file.
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Any changes previously made by X are lost, however. (Some credit was lost for failing to
mention this effect )

¢) [3] Suppose X is more careful: when it obtains a lease, it also records the fact that it is editing
a particular file, and locally saves changes to that file as edits are in progress. X now crashes,
reboots, and allows the user to recover the focal copy of the file she was editing. Deseribe a
scenario and the circumstances under which X might perceive a filesvstem inconsistency.

Answer, X locks Dile; X dies and restarts, but by the time it has restared, the lease has
expired and another client (say Y') has locked the file for writing. X now has local changes to
the file that are inconsistent with what Y has written. If X tries to reacquire the write lock, it
will lose its changes (since it will get the new copy of the file from the server). The answer
“X stll thinks it has the lease™ is mcorrect: if X really recorded the fact that it had a lease, it
can determine after rebooting if the lease period has expired since it last renewed. Even so, no
inconsistency would actually be seen by X until the above scenario occurs.

d) |2] Assume that you can guarantee that amy client’s recovery time after a crash is at most &.
Describe one possible way to avoid the inconsistency of part (c) , and describe its effect on the
system.

Answer, Ifthe current lease period is L, extend it to L+8. That is, if a lease repewal does not
come, allow a “grace period™ of length &, to account for the fact that X might have erashed
and will renew the lease as soon as it recovers, The effect is that if X really doesn™t care about
the file (it didn't crash but doesn’t care about renewing the lease), the other clients who are
wailing for the write lock are forced to wait R longer than before. To get full credit vou had to
mention {at least in some gensral terms) the slowdown effect this causes on the system under
normal operation,

4 Debugging Breakpoints [15]

Y ou have been assigned the job of adding dova bregkpoints 1o an existing C debugger, The
desired behavior is that the programmer can “mark” particular variables as being breakpoints:
whenever a marked variable is ead or madified, the debugger should take a breakpoint and allow
the programmer to inspect the program's state, efc., then resume execution.

Assume that yvou are nof allowed to make the programmer modify or recompile her source code,
but you do have full access (o the operating system and the runtime system, and in particular vou
can modify the virtual memory functions of the operating system (page fault handlers, page
tables, etc.).

Also assume (s 15 the case in most implementations) that the compiler and linker arrange 0 store
global variables in a designated memory pages that is known at link time, that all global variables
will fit on one page, and that that page is not used for storing anything other than global variables.

a) [4] Suppose first that we only care about being able 1o mark global variables. Explain in detail
hew vou would use the 083 virtual memory system to implement data breakpoints. In your
explanation, keep in mind that cnly sorre global variables are likely to be marked.

Answer. Mark the pages containing global variables as inaccessible by the user process. This
will cause an 08 trap (page fault) on every access to the page containing global variables.

Use the faulting address {supplied by the page fault handler) to determine whether the faulting
access was 1o a marked vanable (very important); 1f so, transfer control to the debugger,
otherwise resume the wser program,
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Some answers wers written in a manner that assumes every memory access can be
individually checked by a piece of code to determine if a breakpoint has been hit. This is
impossible; the virtual memory system does not consist of arbitrary code that can be executed
on every access. Marking pages invalid traps accesses and can fhen cause the inspection code
to check if a breakpoint has been hit.

b) [4] Qualitatively describe the impact on the overall speed of execution when the programmer

<)

d)

marks a variable. What factor(s) dominate this impact? To what extent does the mumber of
marked variables influence performance (assuming all marked variables are referenced
equally often)?

Answer. Every global variable reference, whether to a marked variable or not, will result in a
page fault and a trip through the breakpeint logic. The dominant factor is the very high cost
{in maost systems) of taking a software interrupt: user-to-kernel crossing, context switch 1o new
address space at higher privilege, etc., and the switch back to user space to resume the
program. The number of variables does not matter (as long as they are contained on a single
page) since any access to that page will fault, There may be a cost associated with
determining which breakpoint was hit, and that cost does vary with the number of marked
variables; but that cost is miniscule compared to the cost of handling the page fault. There is
no associated disk access cost, since global-variable page faults will nor generally cause disk
BLOERS.

[3] Suppose we instead want to support only modify breakpoints: a marked variable should
cause a breakpoint only when its value is modified, not when it is read. What modifications
could you make to your implementation to support modify-breakpoints more efficiently than
read-breakpoints?

Answer. Mark the appropriate pages read-only (rather than invalid/disallowed). Faults occur
only when the page is modified, not accessed.

[4] Describe what additional complication(s) you would encounter if you also had to
implement this feature for functions’ local variables. Identify ar least one important factor
that would affect performance if this feature is added, above and beyond the performance
cffects already discussed,

Answer. Because local variables are allocated on the stack, their addresses are not known
until the function declaring those variables is called. Detecting when this oceurs would
require seme kind of suppart for setting code breakpoints at function entry points. The two
deleterious effects on performance would be: (a) even if we can detect when a function is
called and when it returns, we must now modify the page tables at each of those events, This
is costly because it requires a change in privilege level or user-space-to-kernel-space crossing.
{b) Assuming local variables tend to be referenced more frequently than global variables,
which is usually the case, we would be trapping many more memory accesses compared with
only marking globals.
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