Computer Science Comprehensive Examination
Computer Architecture
[60 points]

This examination is open book. Please do all of vour work on these sheets, Do not do your work in 2 bjue
ook

Tumber:

Problem | Max Score | Your Score
1 30

F 24

3 24

4 X2

TOTAL 104

The following is & statement of the Stanford University Honor Code:
A. The Hopor Code iz an undertaking of the students, individually and collectively:

(1) that they will mot give or receive aid in examipations: that they will pot give or
recelve unpermitted aid in class work, in the preparation of reports, or in aoy other
work that i to be used by the instructor as the basis of grading;

{2} that thay will do their share and take an active part in sesing to it that others as
well az themselves uphold the spirit and letter of the Hogpor Code.

B. The faculty on ity part manifests its confidence in the bonor of lis stedents by refraining
from proctoring examinations and from taking wousual and unressopable precautions to
prevent the forms of dishopesty mentiooed above. The faculiy will also avodd, & far as
practicable, academic proceduras that ereale temptations to viclate the Hoaor Coade.

. While the faculty alone has the right and obligation fo set scademie requirements, Lhe
students and faculty will work together fo estabiish opiimal conditions for bhonorable
academic work.

By writing my “magic pumber” below, [ eereify that I acknowledgs and accept the Honor
Code, ;
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Problem 1 : Short Answer [ 3 points each, 30 points total]

A Compared to an SK direct-mapped cache, what type of misses will a 16K direct-mapped cache have
fewer of 7 Circle all that apply.

(a) compulsory
(k) conflict

(<} capacity

B. Which instruction set is bedter able to express instruction-level parallelism?

() An accumulator instruction set
(b} A three-address general-register instruction set

C. Which mean should be used to combine execution speeds expressed in instructions/sec? Circle all that
apply.

(a) Arithrietic meaan
(b} Clearmetric msam
(&) Harmenic mesn

D A machine with register renaming iz able to reordes instrctions without regard 1o what tvpe of
dependencies? Circle all that apply.

(a) Data dependencies
(b Onetprnt dependencies

(c) Anti-dependencics
(d} Control dependencies

E. Adding accurate branch prediction to a processor reduces the impact on performance of which pipeline
latemcy? Circle all that apply. Assume that branch targes and branch condition are computed dusing
the execution stage of the pipeline.

{2} From the completion of execution to where the results are available from a register.
(b} From the register stage to where the results of execution are pvailable
(c] From the register stage to where the results of a memaory load are awvailable

{d) From the fetch stage o the repister stapge.

F. Inthe steady state, what will be the prediction accuracy of & one-bit branch predictor on the sepesating
sequence TTTTNTTTH (T=taken, M=not taken)?
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G. An instruction for protected subsystem entry (sometimes called system call) must change which subset
of the following five things atomically? (sircle all that apply]

{#) The contents of a data register

(b} The program counter (semetimes called instruction pointer)
(c) The contents of the page table

{d) The contents of the cache

(&) The privilege level

H. Suppose that cache A, a 16K-byte fully-associative cache, cache B, 2 16K-byte direct-mapped cache,
and cache C, a 4K-byte fully-associative cache are all referenced with an identical address sequence.
All caches use a true least-recently used (LRL) replacement policy. Which of the following statements
are trses (circle all that apply)

(a) A will contain & superset of the data in B
(b} A will contain a superset of the data in C
(c) B will contain a supersel of the data in A
(d) B will contain a superset of the data in C

I Ina64K-byte four-way set-associative cache with 128-byte blocks, how large is the index field used to
sddress the cache array? (write down the number of bits)

1. Ifthe cache of question I is physically tagged and physical addresses are 40-bits long, what is the
minimum possible length the tag may be for correct operation? (write down the number of bits)
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Problem 2 : Pipeline Architecture [24 points total]
Consider a memory-fo-memery machine with the following pipeline stages:

Source Address Compute address of source operands
Diata Fetch Fetch source operands from memory and'or registers
Execute Execute arithmetic operations and compute destination address
DCrata Store Store results to memaory or register

| [F Instruciton Fetch | Feteh instructions
=A
DF
X
DS

The destination operand for each inatruction micy be either a memory location or a register, Also, at
most one source operand may be a memory Iocation. The second sowrce operand is always a register.
Thus, for each operation fype, op, this machine provides the followmg four types of instrictions:

ER R <- FK op R Begister tTo register
ME B <= FE op M MWemory to register
EM M <= R op R Register to memory
i H<-Bop M Memary to HEMOTY

A. (B Points) Assume for now that each pipeline stage operates in one clock cycle, that there are no cache
miszes, that there iz bypassing of registers but aot of mentony, that there 13 ne mamory disambigeation,
that a store must complete before a load to the same Iocation can ke place, and that there are no
resource conflicts. Consider the following instruction sequence:

1. B{R3} <= Rd + B5

2. Ri <= B2 + 1G(RT7]
= [ 12 {Blk=<- BHE + H{RI)
4. d{R1} =~ REB + 4 (R3]

Mote that because there is no disambigution, the hardware cannot tell whether 8(R.3) (the address
formed by adding & to the contents of B3) is the same as 16(R7). Draw a pipeline diagram showing this
code executing and show all data dependencies. (Hink: Your pipeling dizgram should have a row for each
instruction and a column for each clock cycle — you may use the table below as a guide or draw freehand.
[ndicate each dependency with an arrow bewesn the sowrce and destination ).
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BE. (% P-:-inbe) Mow assume that the bardware does do di.lmbiguatiqu and 2= soon as the addresses are
calculated is able to show that 8{R3) is a different address than 16(R7). Draw the pipeline disgram for
this case, again showing dependencies. (I you need to you may also assume that 12(R1), 4{R1), and

4{R3) are also different addresses),

(2 Points) Now, starting with the machine of part B, assume that there is only a single memory port
that must be shared between the DF and D5 stages, Again draw the pipelime diagram for this case
showing dependencies and identifving resource conflicts.

C.




3. Virtual memory [24 points total]

Consider a hypothetical machine with one-byte virtual addresses consisting of a 4-bit page field and a
4-bit offset field. The page field of a virtual address references a page t@able stored in page 0 of physical
memory. Each entry of the page table is either the index of the page frame in physical memory that
containg the page in question of the constant FF if the page is not in physical memory. At a given point in
time the page 0 of physical memory his the following entries (all numbers are in heocadecimal):

gd: 0% E: 06
1; DL b: D2
2: 03 &: FF
3z FF E: 05
d: 00O C: EF
5: EFF D: EF
6B: FF E: FF
7: FF F: 04

A. [4 points] What physical address, if any, corresponds to virtual address 17 (hex)?

B. [4 points] What virtual address, if any, corresponds fo physical address 47 (hex)?

C. [4 points] What physical address, if amy, corresponds fo virtual address 77 (hex)?

. [4 points] Is the mapping from virfual addresses to physical addresses one-to-one? Explain your
answer?

E. [& points] To what virfual address would one write to, and what value should be written to that location
to map virfual addresses 30-3F to physical addresses 60-6F7
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4. Instruction Issue [22 points total]
Consider the following nstruction sequence:

L L0 X. Rl

2 LDh Y, B2

| ADD Rl,BZ,R3 i B3 <= R1 + R2
i LD L, R4

=] ADD B3, R4;R5 ; RS <— R3 + R4
] MUL R3 3,BRé& i B6 =— Ra * 3
1 ADD RE, B4, RY ; BT <= RZ + R4

Wou may assume that all arithmetic operations have two-cyele latency and all loads have three-cycle
latency. That is, the result of an arithmetic {memory) operation is available two (three) cycles after that
operation enters the first execution stage of the machine. Alee ssaume that there is full bypaszing, that all
loads kit in the cache, snd that an arbitrary aumber of loads (and arithmetic oparations) can be in flight at a
single time. Hint: you nead only consider the execution and memory stages of the pipeline o answer this
question.

A, |6 points] How many cycles does this sequence take to execute on a single-issue in=order machine?

Measure time from the cycle that the first instruetion issues (enters the execution stage) to the cycle in
which the result of the lest instruction &5 available for use. Show your work.

B. [5 pointa] If isaue order and resources are not limited, what is the shortest time this sequence of
ingtructions could take? Show yvour work.
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€. [5 points] How many cycles does this sequence take 1o execute on an in-order machine with multiple
issue (assume an issue width as wide as you need)? Show your work

. [6 points] Can vou statically reorder the code to give the wide in-order machine of part C the
performance bound of part BT If so, show the new ordering.
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